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Photofragmentation experiments on molecules and clusters often involve multiple photon absorption. The distributions of the absorbed number of photons are frequently approximated by Poisson distributions. For realistic laser beam profiles, this approximation fails seriously due to the spatial variation of the mean number of absorbed photons across the laser beam. We calculate the distribution of absorbed energy for various laser and molecular-beam parameters. For a Gaussian laser beam, the spatially averaged distributions have a power-law behavior for low energy with a cutoff at an energy which is proportional to fluence. The power varies between \(-1\) for an almost parallel laser beam and \(-5/2\) for a divergent beam (on the scale of the molecular beam). We show that the experimental abundance spectra of fullerenes and small carbon clusters can be used to reconstruct the distribution of internal energy in the excited C\(_{60}\) molecule prior to fragmentation and find good agreement with the calculated curves. © 2004 American Institute of Physics.
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I. INTRODUCTION

A large amount of information on clusters and molecules has been gathered in experiments which involve photoexcitation and subsequent fragmentation or electron emission from the excited molecule.\(^1\) A strong experimental motivation for the choice of photoexcitation over other means of excitation is the availability of lasers since they provide both very well-defined units of energy and very high fluxes of these. One drawback of the method arises in studies of statistical processes in molecules with large heat capacities, viz. the fact that several photons need to be absorbed to reach excitation energies where processes occur on experimentally accessible time scales. The absorption of 10 or 20 photons can very rarely be controlled to a degree that one can state with confidence that the species studied has absorbed a specific number of photons. Instead, the number of absorbed photons is described by a distribution of finite width. In connection with statistical processes, the photon number distribution must be considered wide if the relevant (energy dependent) rate constant changes significantly across the width of the energy distribution. Since rate constants depend strongly on internal excitation energy, this situation very often appears. As a consequence, decays observed in ensembles of molecules, which contain a significant range of different rate constants, appear to be nonexponential in time.

A result of the present work is that energy distributions generated by lasers are likely to be much broader than the Poisson distribution, which is frequently used, and peaked at the low-energy end. This is important for the conclusions to be drawn from the temporal behavior of certain reactions, e.g., from the \(1/t\) (or \(1/\tau^p\), \(p < 1\)) behavior observed in the decay or production rate of fullerene anions\(^2\) or cations,\(^3\) respectively. Experimentally, a decay of this kind has been observed to be robust to changes in laser fluence, in disagreement with the predictions one obtains using Poisson distributions in energy.\(^4\)

It is also important in connection with mass distributions produced or influenced by fragmentation processes. An example, which will be examined here, is the distribution of fullerenes and small carbon clusters produced in the photofragmentation of C\(_{60}\). The decay rates, which are generally assumed to describe the process of subsequent C\(_2\) emission, are of thermal origin and thus very sensitive to the energy content of the respective parent molecule. The amount of fragmentation, i.e., the number of lost carbon units, mainly reflects the excitation energy initially deposited in the C\(_{60}\) and the size-to-size variation in dissociation energies of the respective parent molecule.\(^5\) Since the dissociation energies for fullerenes smaller than C\(_{60}\) as well as C\(_{60}\) itself are rather well known, the measured fragment ion abundancies can serve as a testing ground for the internal energy distributions to be derived.

The effect of a Gaussian laser beam profile on the ionization yield following multiphoton absorption in gases of atoms has been investigated earlier.\(^6,7\) It was shown that at high enough laser fluences, the increase of ion yield with fluence is determined by the increase of the interaction volume between the laser beam and gas. This work differs from the present one in two aspects. First, we calculate the whole energy distribution due to multiple photon absorption, and not just the amount exceeding the ionization threshold in a multiphoton process. Second, we consider the combined effect of a Gaussian laser beam and a molecular beam of finite size.
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The article is organized as follows: In Sec. II, we calculate the internal energy distribution of particles in a molecular beam due to the sequential absorption of photons from a Gaussian beam. Section III describes how the fragmentation products of highly excited C\textsubscript{60} are measured, and Sec. IV A describes how they are used to obtain the initial internal energy distribution. Section IV B is devoted to the comparison between theoretical and experimental results followed by a critical discussion of energy loss channels other than sequential C\textsubscript{2} loss (Sec. IV C). The special case of C\textsubscript{4} loss is treated in the Appendix.

II. MULTIPLE PHOTON ABSORPTION IN MOLECULAR-BEAM EXPERIMENTS

The energy content of a molecule in a beam subject to laser radiation is a sum of the thermal energy from the source, the energy of the photons absorbed, and the energy released in connection with ionization, fragmentation, and radiation. For laser pulse durations of nanoseconds or longer, i.e., long compared to the electron–phonon coupling time, the absorbed energy can be assumed to be equally distributed among the vibrational degrees of freedom of the molecule. The only exception seems to be the lowest lying triplet state, i.e., long compared to the electron–phonon coupling time, and that the molecular density is homogeneous across the molecular beam due to the sequential absorption of photons from a Gaussian beam.

The situation is described by a distribution of internal energies rather than a specific value, not only due to the statistical nature of the absorption process but also due to the fact that each molecule experiences a different value of laser fluence depending on its position within the beam. The dependence of the internal energy distribution of the ensemble of molecules on the particular experimental conditions used in the photoabsorption experiment, such as the spatial profile of the laser fluence and the spatial distribution of the molecular beam, is the main subject of our study. Since we will not consider the detailed mechanism of the excitation processes leading to a certain internal energy, we use an average value for the photoabsorption cross section.

With a constant photoabsorption cross section, \( \sigma \), the probability of absorbing \( n \) photons with photon energy \( E_{\text{ph}} \) and a specific value of laser fluence \( F \), is given by the Poisson distribution with parameter \( \lambda = \sigma F / E_{\text{ph}} \):

\[
P_n = e^{-\lambda} \frac{\lambda^n}{n!}.
\]

In the following, we assume that the laser profile has a Gaussian shape, characteristic of the lowest-order transverse mode. Initially, we also assume that the variation of the laser beam width along the axis can be neglected (parallel beam) and that the molecular density is homogeneous across the laser profile. These restrictions will be relaxed later. Then, \( \lambda \) varies as

\[
\lambda(r) = \lambda_0 e^{-2r^2/w_0^2},
\]

with \( r \) denoting the radial distance from the center of the beam. The two parameters here are the maximum value of the fluence, through \( \lambda_0 = \sigma F_0 / E_{\text{ph}} \), and the laser beam width, \( w_0 \).

The total amount of molecules that absorb \( n \) photons is given by

\[
I_n \propto \int_0^\infty drrP_n = \int_0^\infty drr e^{-\lambda(r)} \frac{\lambda(r)^n}{n!},
\]

where a factor related to the density of the molecules has been left out. Inserting Eq. (2) and using the substitution \( u = \lambda(r) \) gives

\[
I_n \propto \int_0^{\lambda_0} du \frac{e^{-u}u^{n-1}}{n!}.
\]

The limit at high fluences, \( \lambda_0 \rightarrow \infty \), is

\[
I_n \propto \int_0^\infty du \frac{e^{-u}u^{n-1}}{n!} = \frac{1}{n}.
\]

At lower fluences, \( I_n \) is proportional to \( n^{-1} \) up to a cutoff at \( \lambda_0 \). At this point, the function begins to drop off and at higher values of \( n \) has a dependence which roughly follows the Poisson distribution with parameter \( \lambda_0 \) (Fig. 1).

The above result does not take into account the finite size and shape of the molecular beam or the fact that the shape of a laser beam changes along the line of propagation. Often, molecular and laser beams cross each other perpendicularly. We will treat this configuration in detail here. In the case of a narrow laser beam of sufficiently low divergence, i.e., where the laser beam waist is always small compared to the extension of the molecular beam, we may proceed as follows: Along the direction of the laser beam, which
is taken as the $z$ axis, we add up contributions of the form (4), with the laser beam waist and peak fluence now being $z$ dependent, i.e.,

$$w(z) = w_0 \sqrt{1 + \frac{z^2}{z_0^2}}, \quad F_0(z) = F_0(0) \frac{w_0^2}{w(z)^2}. \quad (6)$$

The Rayleigh length, $z_0$, is a measure of the inverse divergence of the laser beam and $F_0(0)$ is the fluence at the focal point $z = 0$. Each term of the sum is weighted with the density of the molecular beam at the particular value of $z$, i.e.,

$$I_{mol}(z) \propto \exp\left(-\frac{(z - z_v)^2}{2r_0^2}\right), \quad (7)$$

where $z_v$ denotes the distance between the center of the molecular beam and the laser focus and $r_0$ denotes the radius of the molecular beam, cf. Fig. 2. Hence, the expression corresponding to Eq. (3) reads

$$I_n(\text{total}) \propto \int_{-\infty}^{\infty} \int_{0}^{\infty} dx \int_{0}^{\infty} dx \frac{\lambda(r,z)^n}{n!} e^{-\lambda(r,z)}, \quad (8)$$

with $\lambda(r,z) = \lambda_0 w_0^2 w(z)^2 \exp[-2r^2/w(z)^2]$ and $\lambda_0 = \sigma F_0(0)/E_{ph}$. Transforming to $u = \lambda(r,z)$ yields

$$I_n(\text{total}) \propto \int_{-\infty}^{\infty} dze^{-\left(z-z_v\right)^2/2r_0^2} \int_{0}^{\infty} dr \frac{\lambda w_0^2 w(z)^2}{n!} e^{-\lambda z}, \quad (9)$$

A change of variable to $x = z/z_0$ ($x_v = z_v/z_0$) gives

$$I_n(\text{total}) \propto z_0 \int_{-\infty}^{\infty} dx (1 + x^2) e^{-\left(1-x^2\right)^2/2r_0^2} \times \int_{0}^{\lambda_0 (1 + x_v^2)} du \frac{e^{-u} n^{-1}}{n!}. \quad (10)$$

In the following, we consider two limiting cases, where the parameter $z_0/r_0$ is either small or large compared to unity.

The case where $(z_0/r_0)^2 \ll 1$ corresponds to a laser beam with very small divergence. In this case, the Gaussian integral in Eq. (10) restricts the value of $x$ to values very close to $x_v$. With $x = x_v$ in the upper limit of the second integral, we obtain to lowest order in $r_0/z_0$,

$$I_n(\text{total}) \propto \sqrt{2\pi} r_0 (1 + x_v^2) \int_{0}^{\lambda_0 (1 + x_v^2)} e^{-u} n^{-1} du \frac{1}{n!} (z_0/r_0)^2. \quad (11)$$

For $n$ sufficiently small, we get

$$I_n(\text{total}) \propto \sqrt{2\pi} r_0 (1 + x_v^2) \frac{1}{n!} \frac{\lambda_0}{1 + x_v^2}. \quad (12)$$

The distribution of absorbed photons with the expectation value $\lambda(r,z)$ averaged along a weakly divergent laser beam is thus identical to the average over a single cross section as given by Eq. (4), except that the highest absorbed photon number is reduced depending on the position of the laser focus relative to the molecular beam, while the amplitude for the lower photon numbers is increased accordingly, thus accounting for energy conservation.

In the other limit, $(z_0/r_0)^2 \gg 1$, we approximate the $u$ integral in Eq. (10) with a function which is $1/n$ for $n < \lambda_0 / (1 + x_v^2)$ and zero otherwise. For $n$ fixed, the upper limit of the remaining integral is then given by $x = \sqrt{\lambda_0 n - 1}$. The Gaussian in the $x$ integral may be set to unity. A better approximation is obtained if we instead insert the value of $x$ at the upper limit. Hence,

$$I_n(\text{total}) \propto 2z_0 e^{-\left(\lambda_0 n - 1\right)} \frac{\lambda_0}{r_0 (1 + x_v^2)} \frac{1}{n!} \frac{\sqrt{\lambda_0 n - 1}}{\lambda_0 n - 1} \left(2 + \frac{\lambda_0}{n}\right), \quad (z_0/r_0)^2 \gg 1. \quad (13)$$

For intermediate values of $n$, this reduces to

$$I_n(\text{total}) \propto 2z_0 e^{-\left(\lambda_0 z_0^2 \lambda_0 n - 1\right)} \frac{\lambda_0}{r_0 (1 + x_v^2)} \frac{1}{n!} \frac{\sqrt{\lambda_0 n - 1}}{\lambda_0 n - 1} \left(2 + \frac{\lambda_0}{n}\right), \quad (z_0/r_0)^2 \ll 1, \quad (14)$$

It should be noted that the validity of the narrow-beam approximation requires that the laser beam waist at the edge of the molecular beam is still small compared with the extension of the molecular beam, i.e.,
FIG. 3. The probability to absorb \( n \) photons, averaged over the interaction volume between laser and molecular beam, as given by Eq. (10), for \( \lambda_0 = 50 \) and two different focusing conditions, \( z_0/r_0 = 3.0 \) and 0.1 (crosses, dotted line). The geometry as described by the distance between laser focus and molecular beam, \( z_0 \), and the extension of the \( \text{C}_60 \) beam, \( r_0 \), is kept constant, \( z_0/r_0 = 1.7 \); thus \( x_0 = z_0/l_{\text{tot}} = 0.6 \) and 17, respectively. The approximations as given by Eqs. (12) and (13) are shown as solid lines.

\[
\frac{r_0 \gg w_0}{l_{\text{tot}} + r_0 = w_0} \frac{z_0 + r_0}{z_0} \sim n^{-1.6} \sim n^{-2.0}.
\]

Figure 3 summarizes the results for a Poisson distribution averaged along a Gaussian laser beam, which is crossed by a molecular beam. The calculations, which are done within the narrow-beam approximation using Eq. (10), are shown for two limiting cases, namely for an almost parallel laser beam (on the scale of the molecular beam), \( z_0/r_0 = 3.0 \), and for a situation, where the laser beam is more strongly focused, \( z_0/r_0 = 0.1 \). The approximations for large and small values for \( z_0/r_0 \), Eqs. (12) and (13), are shown as well. The crossover from a \( n^{-1} \) to a \( n^{-2.5} \) dependence is clearly visible. For a laser beam of low divergence, we obtain a broad energy distribution \( I_n \sim n^{-1} \) as in the case of one single cross section, cf. Eq. (5). In the other case, only the (small) fraction of molecules in the focal region of the laser can absorb \( \lambda_0 \) photons or more, which leads to the steeper decrease, \( I_n \sim n^{-2.5} \). In the weakly divergent case, the number of molecules absorbing a specific number of photons, \( n_0(\ll \lambda_0/(1 + x_0^2)) \), stays constant, if the fluence is increased. This is in contrast to the strongly divergent case, where the fluence dependence (\( \sim \lambda_0^{3/2} \)) reflects the increase of interaction volume between the molecular and the laser beam.7

III. EXPERIMENTAL SETUP

The characteristic fragmentation pattern of highly excited \( \text{C}_60 \) molecules may be used to reconstruct the internal energy distribution following photoabsorption, which can then be compared to the expressions calculated above. To this end, we will describe the photoabsorption experiments done with \( \text{C}_60 \) in this section, and the further processing of the data in Sec. IV A.

Briefly, the experimental setup consists of a vacuum chamber, where the beam of \( \text{C}_60 \) molecules is produced and excited with a laser, and a time-of-flight mass spectrometer equipped with a reflectron [reflectron time of flight (RETOF)]. The \( \text{C}_60 \) powder (99.5% purity) is sublimed in a resistively heated oven at 400–500 °C, placed immediately below the acceleration stage of the RETOF. We use a 4 ns, 100 \( \mu \)J, \( \text{N}_2 \) laser with photon energy 3.68 eV (337 nm). This photon energy is a factor of two to three times smaller than typical dissociation and ionization energies for the fullerenes involved. The laser beam is oriented at right angles with respect to the molecular beam as well as to the extraction fields for the RETOF. After ionization and fragmentation the ions are accelerated to energies of several keV and fly in the first fieldfree region for tens of \( \mu \)s before entering the reflectron, after which they fly freely for about a meter and are detected by a dual-channelplate detector. The ion signal is recorded with an oscilloscope.

Laser fluences are measured with a calorimeter and refer to values averaged over several seconds. The shot-to-shot fluctuations in the laser were 10%–15%. The laser was focused with a 300 mm lens to a beamspot of \( w_0 \leq 50 \mu \text{m} \). The intensity profile perpendicular to the beam axis was measured by moving a pinhole attached to the calorimeter across the laser spot, for several values of \( z_0 \). The beam divergence, \( \alpha = w_0/z_0 \), was found to be 0.011 radians, corresponding to a Rayleigh length of \( z_0 = 4.5 \text{ mm} \). Figure 4 gives an example of ion spectra recorded at different values of laser fluence.

The profile of the molecular beam was obtained by subliming \( \text{C}_60 \) onto glass plates in the ionization chamber. Absorption spectra of the films were recorded at different points on the glass plates using an ultraviolet-visible (UV-VIS) spectrometer. The intensity of the absorption peak around 430–450 nm was used as a measure of film thickness. The beam profile fitted Eq. (7) well and gave \( r_0 = 12.9 \text{ mm} \). The experimental data reported here were taken with the laser focus located at \( z_0 = 22 \text{ mm} \) before the center of the molecular beam, well within the limit of the narrow-beam approximation \( w(z) \ll r_0 \) for \( |z - z_0| \ll r_0 \).
IV. RESULTS AND COMPARISON WITH THEORY

A. Distribution of internal energy of photoexcited C$_{60}$ from fragment ion abundances

To convert the integrated measured fragment ion intensities into a distribution of initial internal energy of C$_{60}$, we assume that the fragment ions are produced from C$_{60}$ by subsequent emission of neutral C$_2$ units and that the abundance of a particular fragment is proportional to the integral of the energy distribution over the energy interval from which it is created. Let $D_N$ denote the dissociation energy of the (fragment) ion C$_{N-2}^+$ with respect to C$_2$ emission and $c_N = 3N-7$ the microcanonical heat capacity (we use $k_B = 1$ in the following). Consider the step $N \rightarrow N-2$. Dissociation will occur as long as the dissociation rate exceeds the inverse of the typical measurement time $t$, which is of the order of microseconds. The rate constant can, to a good approximation, be written in a simple Arrhenius-type form:

$$k_N(E) = \omega_N e^{-D_N/T_e(E)},$$

(16)

where the emission temperature is given by $T_e(E) = (E + E_0 - D_N/2)/c_N$. For temperatures high compared with the vibrational quanta of the molecule, $E_0$ is equal to the sum of zero-point energies of the vibrational motion of the harmonic oscillators [which enters both the canonical and the microcanonical $E(T)$ relation at high temperatures], the thermal energy from the oven and the ionization potential of C$_{60}$ (=7.6 eV). With an effective energy $E' = E + E_0 - D_N/2$, one has, for the upper limit on the internal energy which can be stored in the C$_{N-2}^+$ fragment,

$$E' = \frac{D_N c_{N-2}}{G},$$

(17)

where $G$ is the Gspan parameter, $G = D_N/T_e$ and $T_e$ is the emission temperature which gives a rate constant of 1/t. We will use an average value of $G = \ln(\omega t) = 33$ (Refs. 10 and 11) for the fullerenes with $N < 60$. This corresponds to a frequency factor of $\omega = 2 \times 10^9$ s$^{-1}$. The value for C$_{60}$ may be higher, but this is taken into account by using the measured appearance energy of C$_{58}$ instead (see below).

Since every emission step reduces the internal energy by $D_N$ times the dissociation energy, the lower limit of internal energy in C$_{N-2}^+$ for creation of C$_{N-2}^+$ is given by

$$E_{\min}^{N-2} = \frac{D_N c_{N-2}}{G} + \sum_{i=N-2}^{60} D_i.$$

(18)

The upper limit is identical to the lower limit for creation of C$_{N-4}^+$, i.e. $E_{\max}^{N-2} = E_{\min}^{N-4}$. This mapping of energy distributions on fragment sizes assumes that there is a limiting energy, above which a certain reaction will occur and below which it is suppressed. It is a good approximation for clusters where $c_N \ll G^2$. The yield of the $(N-2)$th fragment ion is proportional to the width of the interval $E_{\max}^{N-2} - E_{\min}^{N-2}$ times the internal energy distribution $\rho(E)$, averaged over this interval:

$$Y_{N-2} = \left( \frac{D_N c_{N-2}}{G} \right) \rho(E).$$

(19)

The energy interval covered by one cluster size corresponds to approximately one dissociation energy, or two to three photons in our case. The difference between the effective energy and the excitation energy is very small when only energy intervals such as $E_{\max}^{N-2} - E_{\min}^{N-2}$ are considered, because the offset term $E_0 - D_N/2$ is fairly constant for C$_2$ emission from $N = 44$ to 60. Dividing the integrated fragment ion intensities $Y_{N}$, measured in the time-of-flight (TOF) spectrum, by the width of the energy interval over which they are created, allows us to obtain a piecewise constant approximation to the original distribution of internal energy in C$_{60}^+$. We used the dissociation energies measured by Tomita et al. for fullerene cations down to C$_{48}$ and extrapolated the latter value to the smaller fullerene fragments. The resulting energy distribution did not significantly depend on the precise values of the dissociation energies. We used the appearance energy of $E_{\min}^{58} = 45$ eV for C$_{58}$, which is measured in electron impact ionization experiments. The finite heat bath correction $D/2$ and the offset $E_0$ are automatically included in the appearance energy.

B. Comparison with calculated internal energy distributions

Figure 5 shows energy distributions, which are derived from the mass spectra shown in Fig. 4, obtained at different laser fluences. They were recorded with the parameters $z_0/r_0 = 1.7$ and $z_0/r_0 = 0.35$. The abundance maxima due to local stability (at $N = 50$, for instance) have disappeared as expected from Eq. (19).

Sufficiently below the high-energy cutoff, we find a dependence $\sim E^{-2.5}$ as expected for these focusing conditions, cf. Eq. (14). In this region, the experimental energy distributions are well described by the calculated curves obtained.
from Eq. (10), with $\lambda_0$ increasing linearly with the measured fluence. Around the cutoff itself, the experimentally determined energy distributions for the two highest values of laser fluence fall off more rapidly than the calculated ones, which we attribute to the opening of another reaction channel, namely the production of small fragments. These are associated with the opening and destruction of the fullerene cage structure and most likely a reduction of the dissociation energy (compared to multiple C$_2$ loss) as well as a release of potential energy.

As a consequence of the broad energy distribution derived from Eqs. (10)–(14), the intensity ratio of a particular fragment ion relative to its precursors saturates, while the absolute yield increases with fluence according to Eqs. (13) and (14). This observation is in contrast to, e.g., the collision experiments described in Ref. 15, where the appearance and peak energies of each fragment size are well separated in collision energy.

As the relative yield of the largest fullerene fragments starts to saturate (at approximately $F_{sf} = 100$ mJ/cm$^2$), there is an increase of small fragments indicating that the most highly excited C$_{60}$ decay into non-fullerene type fragments. Since this process does not happen via stepwise C$_2$ loss, the abundance of small fragments does not give information on $\rho(E)$ directly. But if we assume that C$_{60}$ molecules with energy higher than a critical energy $E_{csf}$ will decay into small fragments, the theoretically predicted high-energy tail of $\rho(E)$ can be numerically integrated and compared with the total yield of small fragments, $Y_{sf}$:

$$Y_{sf} \propto \int_{E_{csf}}^{\infty} dE \rho(E) \propto \int_{E_{csf}}^{\infty} dn I_n(\text{total}),$$

where $I_n(\text{total})$ depends on $\lambda_0$ as given by Eq. (10). From the deviation between the measured and calculated internal energy distributions, we obtain a critical energy for small fragment production, which is given by $E_{csf} = (110 \pm 10)$ eV. The average photoabsorption cross section is thus given by $\sigma = E_{csf}/F_{sf} = 1.8 \AA^2$, which is in accordance with values given in literature for a wavelength of 337 nm (Ref. 16) and with the value of 1.5 $\AA^2$ recently estimated from the comparison of the fragmentation of C$_{60}^+$/La@C$_{60}^+$ with a maximum entropy model. Figure 6 shows good agreement between the measured and calculated yield of small fragments. The latter does not depend crucially on the precise value of $\sigma$ (or $E_{csf}$) due to the following scaling property of the asymptotic solution: If we calculate $Y_{sf}$ using Eq. (14), we see that

$$Y_{sf} \propto \lambda_0^{3/2} \int_{E_{csf}}^{\infty} dE_n \frac{1}{\lambda_0 n^{5/2}} dn = \frac{2}{3} \left( \frac{\lambda_0}{\lambda_{sf}} \right)^{3/2} - 1,$$

which does not depend on $\sigma$.

Muigg et al. measured an appearance energy of $(85 \pm 5)$ eV for the onset of production of small fragments. The critical energy used here differs from the onset energy, which depends on statistics, and renders a direct comparison difficult. One expects, however, that the appearance energy is less than the critical energy, as observed.

C. Competing channels and other energy loss terms

In addition to the emission of C$_2$, the fullerene cations can emit larger neutral fragments, such as C$_3$ and C$_4$. If these channels were important, they would of course influence the abundance spectrum and invalidate the energy distributions derived from that. For the positively charged fullerenes, only even numbered fragments are observed and the main channel competing with C$_2$ emission is C$_4$ loss.

There are several reports of experimental evidence for C$_4$ emission from fullerenes. Some pertain to collision experiments, where the energy transfer is much more rapid than the ns time scale relevant here. They are, therefore, not of direct relevance here. C$_4$ has also been detected by the post-ionization of the neutral fragments after the laser excitation of C$_{60}$. It is, however, not obvious whether these molecules appear because of C$_4$ emission from fullerenes or if they are the final product of a longer decay chain. More direct evidence is found in the metastable decay in RETOF mass spectrometers, such as the one used in this work, where C$_4$ emission is not observed. Unfortunately, these experiments are only sensitive to time scales of 100 ns and up, and one has to rely on a theoretical estimate to give limits for the much faster processes that are relevant here. This estimate can be found in the Appendix.

A major uncertainty in relating fragment ion abundances to distributions of internal energy is the presence of the neutral decay channel: Neutral C$_{60}$ is known to emit both electrons and dimers in competition, and the neutral fragmentation channel is the dominant one accounting for about 97% of the decays at high energies. There will, therefore, be a large component of neutral fragments which can potentially undergo delayed ionization and add abundance to the fragment ion intensities. Indeed, delayed ionization of fullerene fragments has recently been observed in coincidence experiments, mainly from C$_{58}$, C$_{56}$, and C$_{50}$. From Eq. (20) with $E_d = 110$ eV (solid line). The asymptotic behavior according to Eq. (21) is shown as well (dashed line).
The effect is most serious for low ionization potentials and high dissociation energies, where the branching to ionization is highest. With the measured values of ionization and dissociation energies, the lowest \( E/D \) ratio is found for \( C_{60} \). The 3\% ionization yield reported in Ref. 21 would seem to rule out any significant contribution from ionization at lower masses. There are, however, special effects inherent to \( C_{60} \), which tend to enhance the neutral fragmentation relative to lower masses, such as the high electronic degeneracy of \( C_{58} \) relative to the one for \( C_{60} \) or, more generally, the larger partition function for the valence electrons. This will, by detailed balance arguments, increase the evaporative rate constant for \( C_{2} \) emission. Another effect is the presumably larger number of thermally accessible isomers of \( C_{58} \) compared with \( C_{60} \).

A related problem is that neutral fragments, which are created during the laser pulse, can get directly ionized by additional photons from the same pulse. This may have an influence on the observed abundancies; the more, the higher the laser fluence. However, experiments with postionization of neutral fragments have shown that neutral and ionic fragments have similar distributions. This suggests that ionization of fragments, direct or delayed, does not have a major effect on the relative yield of fullerene fragment ions.

V. CONCLUSION

The distribution of energy absorbed by a molecular beam exposed to a perpendicular laser beam with a Gaussian profile has been calculated for a number of different laser and molecular-beam parameters. For a laser beam which is narrow compared to the extension of the molecular beam, the number of absorbed photons varies as a power law up to a well-defined cutoff. The exponent describing the distribution depends on the specific geometry and varies between \(-1\) and \(-5/2\). A comparison with experimental energy distributions, derived from abundance spectra of fullerene fragment ions, shows good agreement with the calculations.
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APPENDIX: IMPORTANCE OF \( C_{4} \) LOSS

A simple estimate of the importance of \( C_{4} \) emission relative to \( C_{2} \) emission can be made as follows: Let \( R \) denote the ratio of thermal emission rates for the two processes, i.e.,

\[
R = \frac{\omega_{4}}{\omega_{2}} \exp\left( -\frac{D_{N_{4}}}{2c_{N}} + \frac{D_{N_{2}}}{2c_{N}} \right),
\]

where the exponential form of Eq. (16) has been used for the rate constants. \( D_{N_{4}} \) is the dissociation energy of the fragment ion \( C_{4} \) with respect to loss of a neutral fragment of size \( M \). The notation \( D_{N} \) used in the main text corresponds to \( D_{N_{2}} \) here. \( T \) is the microcanonical temperature of the molecules before fragmentation, which for \( C_{60} \) is close to 4000 K at 1 \( \mu s \) and the microcanonical heat capacity is given by

\[
\frac{C_{N}}{N} = 3N - 7.
\]

Using the abbreviation \( T_{e} = T - D_{N_{2}}/2c_{N} \) for the emission temperature for \( C_{2} \) emission, we may expand the exponent in the above expression as follows

\[
\frac{D_{N_{4}}}{T_{e}} - \frac{D_{N_{2}}}{T_{e}} = \frac{D_{N_{4}} - D_{N_{2}}}{D_{N_{2}}} \left( 1 + \frac{D_{N_{4}}}{2c_{N}T_{e}} \right).
\]

where we used a Gspann parameter \( G = D_{N_{2}}/T_{e} \) which is independent of fragment size.

To obtain an estimate for the ratio of pre-exponential factors, we assume that the \( C_{4} \) molecule is linear in the ground state and that the bondlengths are similar to those of \( C_{2} \). This gives a factor of 10 on the rotational partition function of \( C_{4} \) relative to the one for \( C_{2} \) and a factor of 2 on the corresponding translational partition function. Hence,

\[
\frac{\omega_{4}}{\omega_{2}} = \frac{\sigma_{4,N-4}}{\sigma_{2,N-2}},
\]

where the \( \sigma \)'s are the capture cross sections for the processes indicated by the subscripts. The branching ratio is now given by

\[
R = \frac{\sigma_{4,N-4}}{\sigma_{2,N-2}} \exp\left( -\frac{D_{N_{4}} - D_{N_{2}}}{D_{N_{2}}} G \left( 1 + \frac{D_{N_{4}}}{2c_{N}T_{e}} \right) \right).
\]

The adiabatic value of \( D_{N_{4}} \) can be estimated from a Born–Haber cycle as

\[
D_{N_{4}} = D_{N_{2}} + D_{N_{2}} - D_{42},
\]

where the dissociation energy of neutral \( C_{4} \) is given by \( D_{42} = 7.3 \text{ eV} \) as found from the standard enthalpies of \( C_{2} \) and \( C_{4} \) formation from graphite. For fullerenes, we use the values given in Ref. 13. The values of \( \frac{D_{N_{4}} - D_{N_{2}}}{D_{N_{2}}} \) are then for \( N = 60 \) through 50 equal to 0.09, 0.17, 0.13, 0.13, 0.17, and 0.11. With \( G = 33 \) at the microsecond time scale, one gets branching ratios in the range

\[
R = \frac{\sigma_{4,N-4}}{\sigma_{2,N-2}} (0.05 \rightarrow 0.7).
\]

Given the experimental evidence that \( C_{4} \) emission from cat-ionic fullerenes is below the detection limit on the \( \mu s \) time scale (cf. Sec. IV C), the calculated values of \( R \) imply a low attachment cross section for \( C_{4} \) as compared to \( \sigma_{2,N-2} \). One reason for this might be that \( C_{4} \) attaches preferably as a bent molecule, which effectively increases the activation barrier of the process.

Whatever the explanation, we can set the \( \mu s \) branching ratio to a value below the detection threshold of a few percent and calculate an upper limit by extrapolating the Gspann parameter to shorter times:

\[
G(t) = G(10 \ \mu s) + \ln\left( \frac{t}{10 \ \mu s} \right).
\]
A conservative estimate of the time $t$ is to require that all atoms are emitted from C$_{60}$ one by one during the laser pulse. This gives $t = 170$ ps and $G(t) = 22$. Although the change in time is considerable, the branching ratio only changes by a factor of 4 on the average, and a factor of 7 at most. Combined with the low limit set by the experimental data for $G(10 \mu s) = 33$, we conclude that tetramer emission remains a minority channel, also at the highest excitation energies relevant here.