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The Monte Carlo method
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Based on extensive use of random numbers

2.    Simulation of problems that are ”deterministic”,

but reformulated such that a stochastic approach can be used.

Ex. Monte Carlo integration (E3)

1.    Simulation of problems that are modelled as 

stochastic in nature.

Ex. Brownian dynamics (E4)

- quantum stucture in high dimensions (H3a)

- equilibrium properties in statistical mechanics (H2a)
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Equation of state – system of many interacting particles
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High-dimensional integrals

Metropolis et al. introduced: Importance sampling

Markov Chain Monte Carlo (MCMC)



Monte Carlo 

Content:

 Monte Carlo integration

 Variance reduction / Importance sampling

 Markov chains

 The Metropolis algorithm

 Error estimate
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Monte Carlo integration
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Central limit theorem
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Central limit theorem - example
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Monte Carlo integration - example
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Monte Carlo 
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Variance reduction / Importance sampling

The error can be reduced by either 

- increasing the number of sampling points N 

or by 

- decreasing the variance by using importance sampling
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Importance sampling
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Importance sampling - example

Numerical example
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Importance sampling

Discrete system Continuous system

e.g. the Ising model e.g. an atomic system
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Importance sampling

Discrete system Continuous system

e.g. the Ising model e.g. an atomic system
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How to generate ?



Monte Carlo 

Content:

 Monte Carlo integration

 Variance reduction / Importance sampling

 Markov chains

 The Metropolis algorithm

 Error estimate

Göran Wahnström, Department of Physics, Chalmers



The Metropolis algorithm
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Example – the weather in Göteborg
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Importance sampling

Discrete system Continuous system

e.g. the Ising model e.g. an atomic system

Göran Wahnström, Department of Physics, Chalmers

How to generate ?
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Importance sampling

How to construct the matrix W 

to obtain Pst ?



Basic idea
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Example – the weather in Göteborg
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