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from hydrostatic equilibrium
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different scales.

Also sprach von Weizäcker (1951)
The Ism [. . . ]: cloudy objects with a hierarchy of
structures form in interacting shock waves by
supersonic turbulence that is stirred on the
largest scale by differential galactic rotation and
dissipated on small scales by atomic viscosity.
The clouds disperse quickly because of turbulent
motions, and on the largest scales they produce
the flocculent spiral structures observed in
galaxies.
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The Physics of Ism
The overall picture
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The Ism is anything
not in the stars
I Gas;
I dust;
I Electromagnetic

fields.

General evolution
I t ∼ 100 Myr: cooling down;
I Gravitational and thermal

instability;
I Fragmentation in bound

clouds;
I Clumpy Ism;
I Star-formation.
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Pressure equilibrium

I HI cloud: n = 30 cm−3 & T = 80K .
I HI diffuse: n = 0.5 cm−3 & T = 8× 103 K

The multiphase scenario

I cold: T . 103K ;

I warm: 103 . T . 105K ;

I hot: T & 105K ;
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The Interstellar Medium
Turbulence as the dominant source of structure in the Ism

Turbulence in galactic discs 295

Figure 1. Characteristic H I velocity dispersions of a sample of galaxies as
a function of the derived SFR in units of M! yr−1 kpc−2. as plotted by Dib
et al. (2006). The figure is reproduced here courtesy of Sami Dib, Eric Bell
and Andreas Burkert, and by permission of the AAS.

holes, usually attributed to correlated SNe explosions (e.g. Puche
et al. 1992), are in some cases surprisingly uncorrelated to stellar
activity (Rhode et al. 1999).

Another source of turbulence is galactic rotation. This is a huge
reservoir of energy (Fleck 1981) and any mechanism able to gen-
erate random motions from ordered circular motion could sustain
turbulence for many orbital times. Numerical work of Wada, Meurer
& Norman (2002) and Wada & Norman (2007) has shown that re-
alistic global models of galactic discs form a very complicated
turbulent velocity field associated with a multiphase ISM. The
only active source for this is shear coupled to gravitational and
thermal instability. Local isothermal simulations of the ISM have
done by Kim & Ostriker (2007) (also previous work e.g. Kim &
Ostriker 2001; Kim, Ostriker & Stone 2003) support this notion.
They demonstrated that gas in a marginally stable galactic discs
obtains, under certain conditions, velocity dispersions as large as
the sound speed (here cs = 7 km s−1) due the swing amplifier
(Goldreich & Lynden-Bell 1965b; Julian & Toomre 1966; Toomre
1981; Fuchs 2001). The swing amplifier is when a leading wave is
amplified into a trailing wave. The underlying mechanism is shear
and self-gravity.

Fukunaga & Tosa (1989) showed that rotational energy random-
izes the motions of the cold cloud component of a galactic disc via
gravitational scattering from their random epicyclic motions. This
was later quantified by Gammie, Ostriker & Jog (1991) who showed
that the cloud velocity dispersion could reach ∼5–6 km s−1 in this
way, in agreement with observations (Stark & Brand 1989). We will
discuss this mechanism and its impact on the ISM in more detail in
Section 3.

The magnetorotational instability (MRI; Balbus & Hawley 1991;
Sellwood & Balbus 1999) coupled with galactic shear is also a
possible driver of turbulence. Piontek & Ostriker (2004, 2005) ob-
tained reasonable values of ∼8 km s−1 under favourable conditions.
This mechanism becomes significant at low densities and might be
important in the more diffuse outer part of galaxies.

In this paper we carry out high-resolution three-dimensional (3D)
adaptive mesh refinement (AMR) simulations to form a realistic

multiphase ISM in which we can disentangle the contributing ef-
fects of self-gravity and SNe-driven turbulence. The simulations
incorporate realistic prescriptions for cooling, star formation and
SNe feedback. Similar numerical simulations have been carried out
before (e.g. Gerritsen & Icke 1997; Wada et al. 2002; Bottema
2003; Tasker & Bryan 2006; Wada & Norman 2007) but without
addressing directly the issues discussed in this paper.

The paper is organized as follows. In Section 2 we describe
the numerical method used for this work and the set-up of the
galactic discs. In Section 3 we present the results from the numerical
simulations, where the results treating the turbulent ISM are given in
Section 3.3. Section 4 summarizes and discusses our conclusions.

2 N U M E R I C A L M O D E L L I N G

2.1 The code and subgrid modelling

We use the AMR hydrodynamics code RAMSES (Teyssier 2002).
The code uses a second order Godunov scheme to solve the Euler
equations. The equation of state (EOS) of the gas is that of a per-
fect monatomic gas with an adiabatic index γ = 5/3. Self-gravity
of the gas is calculated by solving the Poisson equation using the
multigrid method (Brandt 1977) on the coarse grid and by the con-
jugate gradient method on finer ones. The collisionless star particles
are evolved using the particle-mesh technique. The dark matter is
treated as a smooth background density field that is added as a static
source term in the Poisson solver. The code adopts the cooling func-
tion of Sutherland & Dopita (1993) for cooling at temperatures 104–
108.5 K. We extend cooling down to 300 K using the parametrization
of Rosen & Bregman (1995). The effect of metallicity is approxi-
mated by using a linear scaling of the functions.

The star formation recipe is described in Dubois & Teyssier
(2008) but we summarize the main points here for completeness. In
a cell, gas is converted to a star particle using a Schmidt law:

ρ̇∗ = − ρ

t∗
if ρ > ρ0 ρ̇∗ = 0 otherwise, (1)

where t∗ is the star formation time-scale and ρ0 is an arbitrary
threshold that should be chosen to carefully make physical sense
when related to the resolution and cooling floor. The star formation
time-scale is related to the local free-fall time,

t∗ = t0

(
ρ

ρ0

)−1/2

. (2)

The parameters ρ0 and t0 are in reality scale dependent and not very
well understood theoretically. A common way to get around this is to
calibrate them to SFRs in local galaxies, i.e. to the Kennicutt (1998)
law and make sure that the values are compatible with modern
estimates of star formation efficiencies (Krumholz & Tan 2007) of
∼1–2 per cent of giant molecular clouds (GMCs) per free-fall time.
For example, if the star formation threshold ρ0 = 100 cm−3, the
free-fall time is 5 Myr meaning we can use t0 = 250 Myr to get 2
per cent efficiency per free-fall time. As soon as a cell is eligible
for star formation, particles are spawned using a Poisson process
where the stellar mass is connected to the chosen threshold and code
resolution (see Dubois & Teyssier 2008).

The implementation of SNe feedback is also described in the
above reference (see their appendix A). In the simulations that
include feedback we assume that 50 per cent of the total SNe energy,
ESN = 1051 erg, goes into thermal energy where ηSN = 10 per cent
of each solar mass of stars that is formed is recycled as SNe ejecta.
The energy and gas release is also delayed by 10 Myr from the

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 392, 294–308

Turbulence in the diffuse Ism
I Irregular/turbulent gas motions;

I f (v) = (1/σ
√
2) exp [−(1/2σ2)(v − v0)2]: HI line profiles;

I σ ∼ 10 km s−1: not only thermal broadening.
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Turbulence in the diffuse Ism
I Irregular/turbulent gas motions;

I f (v) = (1/σ
√
2) exp [−(1/2σ2)(v − v0)2]: HI line profiles;

I σ ∼ 10 km s−1: not only thermal broadening.

Typical velocity
dispersions (see Dib et
al., 2006)
I Transition into

active/starbursting
galaxies;

I σ ∼ 12÷ 15 km s−1 in
the inner regions, and
σ ∼ 4÷ 5 km s−1 in
the outer parts.

I small scale (< 0.7 kpc)
bulk motions.
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other piece(s) of the puzzle
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Fig. 2. The left figure, provided by S.Kim (Kim et al. 1999), shows the peak 21
cm HI surface density distribution in the Large Magellanic Cloud which nicely
demonstrates the existence of a complex network of filaments and shells. The right
figure, provided by B. Elmegreen (Elmegreen et al. 2001), shows the power spectrum
of the HI emission in the LMC which is well fitted by a power-law of slope -3 over
2 decades in length.

the dwarf galaxy Holmberg II (Puche et al. 1992). They show that in 86% of
all cases the holes do not show any signature of the presence of an embedded
stellar cluster or any sign of ongoing stellar activity. In fact, X-ray observations
of Holmberg II show that the HI holes are often devoid of hot gas (Kerp et
al. 2002) and therefore probably did not form by the expansion of a hot gas
bubble, sweeping up its environment.

Dib & Burkert (2005) suggest that large HI holes can form naturally as a
combined result of ISM turbulence, coupled with thermal and gravitational in-
stabilities. Their hydrodynamical simulations of large-scale driven turbulence,
including cooling and heating processes as well as self-gravity can reproduce
the structure of shells and holes, observed in regions where no stellar activity
is observed. For a more quantitative analyses they subdivided the gas disk
into rectangular cells of constant size l and determined the autocorrelation
lengthscale of the HI surface density distribution in each cell. Averaging over
all cells, the mean autocorrelation length scale lcr was determined as function
of cell size l. Dib & Burkert find that lcr increases linearly with l as long as
the cell size is smaller than the length scale lturb on which turbulent energy is
injected into the ISM. Once l > lturb, the autocorrelation lengthscale becomes
independent of the map size. This analysis can be used to determine the scale
of energy injection into the ISM for observed HI disks. Applying the method
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21 cm HI in Lmc
I HI holes, filaments, shell and

superbubbles;
I which origins ? Sw, Sne ...;
I only a weak sign of ongoing stellar

activity;
I Ism turbulence, thermal and

gravitational instabilities ? (see e.g.,
Dib & Burkert, 2005).

P(k) d2k in Lmc
I transfer of energy over 2 decades in

lenght;
I P(k) ∝ k−3: good fit;
I Is it a 2D Kolmogorov spectrum (P(k)
∝ k−8/3) ?
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The Basic Fluid Equations
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32 Modelli di propagazione e metodi numerici.

Crs, con energia E, può scriversi in modo semplice come (si consulti il testo di
Berezinskii et al. 1990 [35])

∂ρ

∂t
+∇ · (ρu) = 0

∂u
∂t

+ (u · ∇)u︸ ︷︷ ︸
advective term

= −1
ρ
∇P + f + 1

ρ
∇· ↔π

︸ ︷︷ ︸
viscous term

.
(3.1)

Qui, Qi(E) descrive lo spettro di iniezione dei Crs primari alle sorgenti astrofisiche
(e.g., Sne), mentre ∑j > i(n̄HvσijN

j) + ∑
j > i

Nj

τij
indicano i termini di sorgente

per nuclei secondari di tipo i, originati attraverso processi di spallazione (σj→i
fragN

j)
e/o decadimento radiattivo (1/τ j→i

dec N j) di specie primarie più pesanti di tipo j; la
densità media del gas contenuto nel mezzo interstellare (Ism), e la velocità dei nuclei
primari, sono indicati rispettivamente con n̄H e v. Il termine di perdita di energia è
indicato con dE/dt, mentre n̄HvσiN

i è la quantità responsabile della distruzione di
un nucleo i per collisioni inelastiche con il gas interstellare. Infine τi è il tempo di
vita di un nucleo i rispetto al decadimento radioattivo, mentre τesc(E) è, come già
anticipato, il tempo caratteristico per la fuga delle particelle dipendente, in generale,
dall’energia delle stesse.

Indipendentemente dall’esatta natura dei processi responsabili per la propaga-
zione, è certo che i Crs, durante il loro viaggio galattico, attraversano frazioni
significative di gas interstellare, dando vita a collisioni nucleari che alterano la loro
composizione iniziale, distruggendo alcune specie primarie, e producendone secon-
darie. I processi di frammentazione nucleare (detti di spallazione) permettono di
fornire una adeguata interpretazione riguardo alla sovrabbondanza di alcuni nuclei
stabili, come quelli appartenenti al gruppo degli elementi leggeri (Li, Be e B), o
anche del gruppo del sub-Fe, come Sc, Ti, V, Cr e Mn (si veda anche la Figura 3.9).
L’eccesso di tali elementi, osservati nella radiazione cosmica rispetto alle abbondan-
ze tipiche dell’ambiente interstellare, è attribuito alla frammentazione che ha luogo
nel mezzo galattico attraverso collisioni inelastiche tra Crs primari ed il gas di cui
il mezzo interstellare è costituito.

Il rapporto dei flussi delle specie secondarie, rispetto a quelle primarie, può for-
nire informazioni utili circa la quantità di materia attraversata dai Crs. Per nuclei
stabili, ad energie al di sopra di poche centinaia di MeV/nuc, è possibile trascurare
le perdite di energie per cui, allo stato stazionario (∂N i/∂t = 0), otteniamo

( 1
τesc

+ n̄Hvσi

)
N i = Qi +

∑

j > i

n̄HvσijN
j . (3.2)

Nel modello di Leaky-Box, nel caso in cui siano note le sezioni d’urto, l’abbondanza
relativa dei nuclei secondari (Qi(E) = 0) è semplicemente determinata dalla densità
di colonna di materia (o grammage), definita come xCr,l ≡ n̄Hmpvτesc, con mp la
massa a riposo del protone, attraversata dalle particelle durante la loro propagazione
nel mezzo interstellare. Dall’Eq. (3.2), applicata nel caso di Crs relativistici, è
possibile determinare le abbondanze relative dei nuclei a partire dall’equazione

( 1
xCr,l

+ σi

)
N i −

∑

j > i

σijN
j = 0, (3.3)

Main ingredients of fluid equations
I f : force per unit mass, due to e.g.

self-gravity and magnetism → Poisson
and induction equations;

I ↔
π : shear-stress tensor;

I − 1
ρ (∇·

↔
π ) → ν[∇2u +∇(∇ · u)/3],

ν ∼ 1020c5/n is the kinematic viscosity;
I ρ,P: → P ∼ ργ EoS.

Several ways of solving the Navier-Stokes equatons
I analytically: a little bit difficult;
I AMR hydrodynamics codes: (e.g RAMSES, PENCIL, etc.) try to perform a more realistic multiphase

Ism, in which one can disentangle the various contributing effects.
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Interstellar Turbulence
Figure 2: The Towed Ocean Microstructure Instrument
(TOMI) developed by Rolf Lueck at the University of Vic-
toria. Here it is being recovered from the water in Knight
Inlet after making simultaneous measurements of the turbu-
lent small-scale fluctuations of velocity and temperature, as
well as measuring the backscatter of high-frequency sound
from biological organisms and the turbulence. The masts at
right angles to the main body of the instrument contain other
sensors and become vertical in the water, with the orange one
on top.

law for the mean square of the velocity difference, or the
energy spectrum, but do need modification for higher order
statistics such as the mean cube velocity difference (e.g. [4]).

A similar situation occurred more recently in the research
of the junior author of this article. A dimensional argument
akin to that of Kolmogorov led to the prediction that air bub-
bles in the turbulent region beneath breaking ocean waves
should be distributed over different sizes with a “size spec-
trum” proportional to (bubble radius)−10/3 [2], so that there
are many more small bubbles than large ones. The argument
assumed that air entrained in breaking waves is broken up
into ever smaller bubbles by the action of turbulence. But
herein lay the problem: whereas energy is cascaded to ever
smaller scales by turbulence and eventually removed by vis-
cosity, bubble break-up is eventually limited by the strong in-
fluence of surface tension for small bubbles, but the bubbles
don’t then disappear, at least not quickly. We thus predicted
and withdrew our −10/3 power law all in the same paper,
and were then surprised when, a couple of years later, the
−10/3 power law was confirmed observationally [1]!

There is clearly more to be understood in both of these
situations. While dimensional reasoning is very powerful and
leads to useful predictions in physics (much like Darwin’s
theory of natural selection in biology!), a full understanding
of turbulent flows is still not available. According to an apoc-
ryphal story, Werner Heisenberg said on his deathbed “When
I meet God, I am going to ask him two questions: Why
relativity? And why turbulence? I really believe he will have
an answer for the first.” The general problem of fluid flow
is, in fact, one of the seven Millennium Prize Problems for
which the Clay Institute of Mathematics is offering $1 million
(http://www.claymath.org/Millennium Prize Problems
/Navier-Stokes Equations/).
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Figure 3: The spectrum of turbulent velocity fluctuations
shows how the turbulent energy is distributed over various
scales, with their size being the inverse of the wavenumber k.
Here, experimental data obtained in 1959 are displayed in a
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The wavenumber k has been scaled to have a value of 1, so
that log k = 0, for the length scale of a few millimetres at
which viscous forces start to matter. The roll-off of the data
for log k greater than zero is caused by viscosity.

23

Power (large-scale) sources for Ism
turbulence

I stellar origin: expanding HII regions,
stellar winds or SNe: unable to
explain all HI data;

I galactic rotation: shear coupled to
gravitational and thermal instability;

I magnetorotational instability:
significant in outer part of galaxies.

The inertial range
The energy fed into the largest eddies (L) is
progressively transferred via nonlinear interactions
to eddies of smaller and smaller scale (l). The
energy is dissipated at Reynolds scale lν at which
the viscous terms exceed the advective one.

The Kolmogorov scaling relations
I (u · ∇)u: distorsions of the velocity field

(eddies);
I Reynolds number:

Re = UL/ν ∼ 3× 103MaLpcn;
I Onset of turbulence: Re � 1;
I Energy cascade process: ε̇ ∼ (ul/l)3;
I Kolmogorov’s law: ul ∼ U(l/L)1/3;
I incompressible flows.
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Figure 3. Logarithmic column density plots of the gas in the range !g = 1018–1023 cm−3. Each panel shows a face-on 30 × 30 kpc2 map centred on the disc.
The associated edge-on map is 8 kpc in height. From top to bottom we see RUN1, RUN2 and RUN3 at times, from left to right, t = 0.5, 1.0, 1.5 and 2.0 Gyr.

Figure 4. Time evolution of the surface density (left) and rotational velocity (middle) for the gas component in RUN1. The contributions to the rotational
velocity (solid line) at t = 1.0 Gyr (right) from the gaseous (dotted line), stellar (long-dashed line) and dark matter (dash line) components are in good agreement
with observations of M33.

the most active star-forming time, t ∼ 0.2–0.5 Gyr, when the initial
gravitational and thermal instabilities have formed dense clouds.
The higher resolution in RUN2 allows for cloud formation in the
less dense outer parts of the disc, leading to a higher SFR. The

SNe feedback in RUN3 dampens star formation as explosions heat
or disperse star forming clouds. However, after this starbursting
period the disc settles to a quiescent phase where all simulation
approach a SFR ∼0.25 M$ yr−1.
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Figure 5. Time evolution of the mass of the gas and stellar component in a
30-kpc cube centred on the disc, as seen in Fig 3.

The stellar surface density is at all times well fitted with an
exponential function, !∗(r) ∼ exp (−r/r0) with r0 ∼ 2.5 kpc, out to
a truncation radius which grows with time, see right-hand panel in
Fig. 6. This may not come as a surprise as the initial gaseous disc is
set up to be an exponential. At the end of the simulation time there
are ∼1.3 × 106 stars in RUN1, 8.8 × 106 in RUN2 and 2.5 × 106

in RUN3.

3.2 Composition and state

3.2.1 A multiphase ISM

Theoretical models of the ISM (e.g. McKee & Ostriker 1977) have
a three-phase structure consisting of a cold, warm and hot phase in

Figure 6. Left: the SFR over time for RUN1, RUN2 and RUN3. The higher resolution in RUN2 allows for more star formation in the outer disc, while the
feedback of RUN3 lowers the efficiency. At late times the SFRs show little difference. Right: evolution of the stellar surface density. The density profiles are
at all times well fitted with an exponential function. The red line is for r0 = 2.5 kpc.

Figure 7. Phase diagrams for RUN1 (left) and RUN3 (right) at t = 2.0 Gyr. The solid straight line indicates the isobar.

pressure equilibrium where regulation is obtained through the bal-
ance of radiative cooling and SNe heating. More updated models
separate the phases further based on their ionization state. In this
work we refer to the phases as cold (T ! 103 K), warm (103 !
T ! 105 K) and hot (105 K " T). A realistic ISM is very compli-
cated which can be seen in the volume-weighted phase diagrams of
RUN1 and RUN3 in Fig. 7. Both runs show a wide range of tem-
peratures and densities. RUN3 clearly displays distinct cold, warm
and hot phases aligning to an isobaric strip, i.e. P ∼ ρ T ∼ constant.
Around this region we observe a large spread in both temperature
and density. This analysis is approximately valid for RUN1 even
though the warm and hot gases are smeared over less distinct phase
regions and sits at slightly lower densities compared to RUN3. The
cold phase is almost identical in the two models. The existence of
a hot tenuous phase in RUN3 is due to SNe heating, but why do
we find hot gas in RUN1? As the initial circular velocity is set for
the whole computational domain, the low-density ambient gas at
T = 104 K experiences a mild shock heating and settles into
pressure equilibrium with the denser galactic disc. Some of the
hot gas can also be found in the cloud-induced shocks in the
disc.

Fig. 8 shows the volume fraction occupied by gas at different
temperatures. We also indicate the total percentage of gas in dif-
ferent temperature regions. The expected two-phase structure in
RUN1 is evident. We find a clearly peaked cold phase with a tran-
sition into a warm phase in between 1000 and 10 000 K, peaking
at 6000–7000 K which is the thermally unstable regime. The origin
of the warm phase is shock heating. RUN3 shows the same cold
phase but the warm phase now strongly peaks at 10 000 K, just at the
maximum peak of the cooling function. A hot gas phase is clearly
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Around this region we observe a large spread in both temperature
and density. This analysis is approximately valid for RUN1 even
though the warm and hot gases are smeared over less distinct phase
regions and sits at slightly lower densities compared to RUN3. The
cold phase is almost identical in the two models. The existence of
a hot tenuous phase in RUN3 is due to SNe heating, but why do
we find hot gas in RUN1? As the initial circular velocity is set for
the whole computational domain, the low-density ambient gas at
T = 104 K experiences a mild shock heating and settles into
pressure equilibrium with the denser galactic disc. Some of the
hot gas can also be found in the cloud-induced shocks in the
disc.

Fig. 8 shows the volume fraction occupied by gas at different
temperatures. We also indicate the total percentage of gas in dif-
ferent temperature regions. The expected two-phase structure in
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sition into a warm phase in between 1000 and 10 000 K, peaking
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Figure 8. Volume fraction for RUN1 (left) and RUN3 (right) at t = 2.0 Gyr. While both models clearly show a cold and warm gas phase, the hot phase is only
present in RUN3.

present even though very little gas exists above 106 K. As in RUN1,
the warm phase dominates the gas volume.

It is desirable to approximately reproduce a mass distribution of
molecular, cold atomic, warm atomic, warm ionized and hot ionized
gas that agrees with observations (see e.g. Ferrière 2001 for the
Galactic inventory). However, even among the local group spirals
there can be significant differences between the phase distributions.
For example, M31 has ∼40 per cent of its gas in cold H I, Milky Way
has ∼25 per cent and M33 has only ∼15 per cent (Dickey & Brinks
1993). These differences could be due to the variation in baryon to
dark matter fraction as we move down the Hubble sequence. As we
show later, the formation of cold clouds is particularly sensitive to
the gaseous disc mass. However, it is still instructive to compare
our phase values of RUN1 and RUN3 at t = 1.5 Gyr to those of
Ferrière (2001) for the Milky Way. Roughly 50 per cent of the
Milky Way gas is in molecular and cold atomic (50–100 K) clouds.
Our simulations only allow for cooling down to 300 K and can
hence not discriminate between the coldest gas phases. By labelling
all dense gas of T < 350 K as a joint cold cloud phase we find that
∼55(47) per cent of the total gas mass in RUN1(3) is cold. The
warm neutral gas phase (103 < T < 104 K) has ∼11(16) per cent
while the total neutral mass fraction of the gas outside of clouds
(350 < T < 104 K) is 39(45) per cent, respectively. The former value
is lower than the Milky Way value (∼40 per cent) which could be
due to the fact that our ICs are more suitable for comparison with
Sc galaxies. Furthermore, including a homogenous ultraviolet (UV)
background field in the simulations would heat the diffuse H I gas
which seems to be the case in similar studies (e.g. Bottema 2003).
Furthermore, the observed mass of warm phase in the Galaxy is
derived from the observed H I velocity dispersion of 6–9 km s−1

under the assumption of only thermal broadening (Ferrière 2001).
A turbulent component can allow for the existence of colder gas yet
retaining the velocity dispersion values. We will explore this notion
further in Section 3.3.1.

3.2.2 Disc stability

To understand the relevance of gravitational instabilities in the sim-
ulated multiphase discs, we use the Toomre parameter (Toomre
1964) defined, for gas (Goldreich & Lynden-Bell 1965a), as

Qg = κcs

πG"g
, (8)

where cs is the sound speed of the gas. Since the gas has turbulent
motions it is appropriate to use the effective dispersion σ 2

eff = c2
s +

σ 2
1D, where σ 2

1D is the average of the full 3D velocity dispersion.
The Toomre parameter is valid for local axisymmetric perturbations

Figure 9. Most unstable wavelengths for the whole disc around time of
fragmentation, i.e. t ∼ 100 Myr. A large part of the disc is unstable at
∼100 pc–2 kpc, scales that will collapse to the initial cloud distribution.

of two-dimensional (2D) discs, where Qg < Qc = 1 implies insta-
bility. However, Qg has been shown to characterize the response
of discs to general gravitational instabilities. A finite disc thickness
weakens the surface gravity and lowers the critical value where the
disc undergoes instability. For example, Goldreich & Lynden-Bell
(1965a) showed that Qc = 0.676 for a single-component thick disc.
In addition, the onset for non-axisymmetry occurs at higher values
of Qg, both for 2D (Qg ∼ 1.7) and 3D discs. Extended stability anal-
ysis taking thickness and multiple components (collisional and/or
collisionless has developed by e.g. Jog & Solomon 1984; Romeo
1992; Rafikov 2001). In this section we mainly focus on the more
unstable gas component as it will be the main driver of turbulence
compared to the stellar component which shows a higher degree of
stability at all times (Q∗ > 2).

We start by investigating the early time evolution when the initial
cloud population forms. To do this we need to quantify the most
unstable length scales. The dispersion relation for axisymmetric
disturbances:

ω2 = κ2 − 2πG"gk + σ 2
effk

2, (9)

where ω is the growth rate and k is the wavenumber of the perturba-
tion. Instability demands that w2 < 0 and the most unstable mode
is simply the minima of equation (9), i.e.

λmin = 2σ 2
eff

G"g
. (10)

We calculate all components the dispersion relation, and Qg, on
a polar grid with subregions 30 kpc/&R = 40 and 2π/&θ = 60.
Fig. 9 shows the minimum of the dispersion relation and their re-
lated growth factors at t = 100 Myr. The bimodal distribution of
points might seem odd but is merely a reflection of the initial Q(r)
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pressure equilibrium where regulation is obtained through the bal-
ance of radiative cooling and SNe heating. More updated models
separate the phases further based on their ionization state. In this
work we refer to the phases as cold (T ! 103 K), warm (103 !
T ! 105 K) and hot (105 K " T). A realistic ISM is very compli-
cated which can be seen in the volume-weighted phase diagrams of
RUN1 and RUN3 in Fig. 7. Both runs show a wide range of tem-
peratures and densities. RUN3 clearly displays distinct cold, warm
and hot phases aligning to an isobaric strip, i.e. P ∼ ρ T ∼ constant.
Around this region we observe a large spread in both temperature
and density. This analysis is approximately valid for RUN1 even
though the warm and hot gases are smeared over less distinct phase
regions and sits at slightly lower densities compared to RUN3. The
cold phase is almost identical in the two models. The existence of
a hot tenuous phase in RUN3 is due to SNe heating, but why do
we find hot gas in RUN1? As the initial circular velocity is set for
the whole computational domain, the low-density ambient gas at
T = 104 K experiences a mild shock heating and settles into
pressure equilibrium with the denser galactic disc. Some of the
hot gas can also be found in the cloud-induced shocks in the
disc.

Fig. 8 shows the volume fraction occupied by gas at different
temperatures. We also indicate the total percentage of gas in dif-
ferent temperature regions. The expected two-phase structure in
RUN1 is evident. We find a clearly peaked cold phase with a tran-
sition into a warm phase in between 1000 and 10 000 K, peaking
at 6000–7000 K which is the thermally unstable regime. The origin
of the warm phase is shock heating. RUN3 shows the same cold
phase but the warm phase now strongly peaks at 10 000 K, just at the
maximum peak of the cooling function. A hot gas phase is clearly
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present even though very little gas exists above 106 K. As in RUN1,
the warm phase dominates the gas volume.

It is desirable to approximately reproduce a mass distribution of
molecular, cold atomic, warm atomic, warm ionized and hot ionized
gas that agrees with observations (see e.g. Ferrière 2001 for the
Galactic inventory). However, even among the local group spirals
there can be significant differences between the phase distributions.
For example, M31 has ∼40 per cent of its gas in cold H I, Milky Way
has ∼25 per cent and M33 has only ∼15 per cent (Dickey & Brinks
1993). These differences could be due to the variation in baryon to
dark matter fraction as we move down the Hubble sequence. As we
show later, the formation of cold clouds is particularly sensitive to
the gaseous disc mass. However, it is still instructive to compare
our phase values of RUN1 and RUN3 at t = 1.5 Gyr to those of
Ferrière (2001) for the Milky Way. Roughly 50 per cent of the
Milky Way gas is in molecular and cold atomic (50–100 K) clouds.
Our simulations only allow for cooling down to 300 K and can
hence not discriminate between the coldest gas phases. By labelling
all dense gas of T < 350 K as a joint cold cloud phase we find that
∼55(47) per cent of the total gas mass in RUN1(3) is cold. The
warm neutral gas phase (103 < T < 104 K) has ∼11(16) per cent
while the total neutral mass fraction of the gas outside of clouds
(350 < T < 104 K) is 39(45) per cent, respectively. The former value
is lower than the Milky Way value (∼40 per cent) which could be
due to the fact that our ICs are more suitable for comparison with
Sc galaxies. Furthermore, including a homogenous ultraviolet (UV)
background field in the simulations would heat the diffuse H I gas
which seems to be the case in similar studies (e.g. Bottema 2003).
Furthermore, the observed mass of warm phase in the Galaxy is
derived from the observed H I velocity dispersion of 6–9 km s−1
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of two-dimensional (2D) discs, where Qg < Qc = 1 implies insta-
bility. However, Qg has been shown to characterize the response
of discs to general gravitational instabilities. A finite disc thickness
weakens the surface gravity and lowers the critical value where the
disc undergoes instability. For example, Goldreich & Lynden-Bell
(1965a) showed that Qc = 0.676 for a single-component thick disc.
In addition, the onset for non-axisymmetry occurs at higher values
of Qg, both for 2D (Qg ∼ 1.7) and 3D discs. Extended stability anal-
ysis taking thickness and multiple components (collisional and/or
collisionless has developed by e.g. Jog & Solomon 1984; Romeo
1992; Rafikov 2001). In this section we mainly focus on the more
unstable gas component as it will be the main driver of turbulence
compared to the stellar component which shows a higher degree of
stability at all times (Q∗ > 2).

We start by investigating the early time evolution when the initial
cloud population forms. To do this we need to quantify the most
unstable length scales. The dispersion relation for axisymmetric
disturbances:

ω2 = κ2 − 2πG"gk + σ 2
effk

2, (9)

where ω is the growth rate and k is the wavenumber of the perturba-
tion. Instability demands that w2 < 0 and the most unstable mode
is simply the minima of equation (9), i.e.

λmin = 2σ 2
eff

G"g
. (10)

We calculate all components the dispersion relation, and Qg, on
a polar grid with subregions 30 kpc/&R = 40 and 2π/&θ = 60.
Fig. 9 shows the minimum of the dispersion relation and their re-
lated growth factors at t = 100 Myr. The bimodal distribution of
points might seem odd but is merely a reflection of the initial Q(r)
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Local Stability of Differntial Rotating Disks.
I dispersion relation: ω2 = κ2 − 2πGΣ|k| + σ2k2 ;
I neutral stability: ω2 = 0 ;
I longest unstable wavelength in a zero-pressure disk: λT = 4πGΣ/κ2;
I Toomre’s stability criterion: Q = κσ/πGΣ > 1.

Toomre’s Q serves as a thermometer for galactic disks!
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present even though very little gas exists above 106 K. As in RUN1,
the warm phase dominates the gas volume.

It is desirable to approximately reproduce a mass distribution of
molecular, cold atomic, warm atomic, warm ionized and hot ionized
gas that agrees with observations (see e.g. Ferrière 2001 for the
Galactic inventory). However, even among the local group spirals
there can be significant differences between the phase distributions.
For example, M31 has ∼40 per cent of its gas in cold H I, Milky Way
has ∼25 per cent and M33 has only ∼15 per cent (Dickey & Brinks
1993). These differences could be due to the variation in baryon to
dark matter fraction as we move down the Hubble sequence. As we
show later, the formation of cold clouds is particularly sensitive to
the gaseous disc mass. However, it is still instructive to compare
our phase values of RUN1 and RUN3 at t = 1.5 Gyr to those of
Ferrière (2001) for the Milky Way. Roughly 50 per cent of the
Milky Way gas is in molecular and cold atomic (50–100 K) clouds.
Our simulations only allow for cooling down to 300 K and can
hence not discriminate between the coldest gas phases. By labelling
all dense gas of T < 350 K as a joint cold cloud phase we find that
∼55(47) per cent of the total gas mass in RUN1(3) is cold. The
warm neutral gas phase (103 < T < 104 K) has ∼11(16) per cent
while the total neutral mass fraction of the gas outside of clouds
(350 < T < 104 K) is 39(45) per cent, respectively. The former value
is lower than the Milky Way value (∼40 per cent) which could be
due to the fact that our ICs are more suitable for comparison with
Sc galaxies. Furthermore, including a homogenous ultraviolet (UV)
background field in the simulations would heat the diffuse H I gas
which seems to be the case in similar studies (e.g. Bottema 2003).
Furthermore, the observed mass of warm phase in the Galaxy is
derived from the observed H I velocity dispersion of 6–9 km s−1
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A turbulent component can allow for the existence of colder gas yet
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of two-dimensional (2D) discs, where Qg < Qc = 1 implies insta-
bility. However, Qg has been shown to characterize the response
of discs to general gravitational instabilities. A finite disc thickness
weakens the surface gravity and lowers the critical value where the
disc undergoes instability. For example, Goldreich & Lynden-Bell
(1965a) showed that Qc = 0.676 for a single-component thick disc.
In addition, the onset for non-axisymmetry occurs at higher values
of Qg, both for 2D (Qg ∼ 1.7) and 3D discs. Extended stability anal-
ysis taking thickness and multiple components (collisional and/or
collisionless has developed by e.g. Jog & Solomon 1984; Romeo
1992; Rafikov 2001). In this section we mainly focus on the more
unstable gas component as it will be the main driver of turbulence
compared to the stellar component which shows a higher degree of
stability at all times (Q∗ > 2).

We start by investigating the early time evolution when the initial
cloud population forms. To do this we need to quantify the most
unstable length scales. The dispersion relation for axisymmetric
disturbances:

ω2 = κ2 − 2πG"gk + σ 2
effk

2, (9)

where ω is the growth rate and k is the wavenumber of the perturba-
tion. Instability demands that w2 < 0 and the most unstable mode
is simply the minima of equation (9), i.e.

λmin = 2σ 2
eff

G"g
. (10)

We calculate all components the dispersion relation, and Qg, on
a polar grid with subregions 30 kpc/&R = 40 and 2π/&θ = 60.
Fig. 9 shows the minimum of the dispersion relation and their re-
lated growth factors at t = 100 Myr. The bimodal distribution of
points might seem odd but is merely a reflection of the initial Q(r)
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Local Stability of Differntial Rotating Disks.
I dispersion relation: ω2 = κ2 − 2πGΣ|k| + σ2k2 ;
I neutral stability: ω2 = 0 ;
I longest unstable wavelength in a zero-pressure disk: λT = 4πGΣ/κ2;
I Toomre’s stability criterion: Q = κσ/πGΣ > 1.

Toomre’s Q serves as a thermometer for galactic disks!
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Figure 10. Cumulative mass spectrum of individual ‘molecular’ clouds
(n > 100 cm−3) in RUN3.

(see Fig. 2), where the same value of Qg exists at different radii (and
different densities) and hence show the same w2 at different λmin.
We note that scales of 100 pc < λmin < 2 kpc are in the unstable
regime, where the smaller scales show larger negative values of ω2.
It is reassuring that smaller scales remain stable due to the imposed
Jeans capturing EOS discussed in Section 2.4. These gravitational
instabilities set the ICs for the clouds. The evolution of the cumula-
tive mass spectrum, for ‘molecular’ gas (n > 100 cm−3), in RUN1 is
shown in Fig. 10. We have calculated the mass spectrum by simply
discerning individual pieces of high-density gas in the disc. This
method is crude and occasionally overestimates the mass of clouds
in the central parts of the discs where the gas density is high and
crowding artificially identifies several clouds as one. Disregarding
this, we note that the spectrum around t ∼ 1.5 Gyr occupies sim-
ilar values as that of local group spirals (Blitz et al. 2007), where
the most massive clouds are ∼107 M#. The small mass trunca-
tion is due to limited resolution. As the simulations lack important
small-scale physics, e.g. magnetohydrodynamics (MHD), radiative
transfer, cosmic rays etc., the cloud population is long lived and only
reflects a true ISM in a statistical sense. This notion should not be
a problem for the source of turbulent velocity dispersions that, as
shown in Section 3.3, is due to large-scale gravitational drags that
most probably is independent of the small-scale gas state close to
or inside of the cloud complexes.

We now turn to the subsequent evolution. Fig. 11 shows the
time evolution of the distribution of Qg values for the whole disc.
The left-hand panel shows the volume fraction that different values
of Qg occupy while the right-hand panel treats the mass fraction.
This figure illustrates the complexity of the simulated discs and
why azimuthally averaged Qg(r) can be misleading. Initially, the

Figure 11. Left: volume distribution of Qg values for the whole disc in RUN1. The low Qg values at early times indicate the formation and existence of
clouds. Later times show an equilibrium distribution that changes little with time. Right: mass distribution of Qg values. Most of the disc is distributed over 1 <

Qg < 4.

disc shows a low spread of Qg around a value of a few. As the
disc cools down and undergoes gravitational instability (after t ∼
0.1 Gyr) this simple picture changes. At t = 0.25 Gyr, the disc has
undergone fragmentation and the distribution is confined to 0.2 <

Qg < 1. The peak of the distribution, and the dispersion, gets larger
with time. Part of this owes to star formation that acts to lower
#g. For t > 1.0 Gyr the disc evolves into what appears to be
an equilibrium state, spanning a large range in Qg values (0.5 !
Qg ! 102). This co-existence of Qg value in a patchy galactic disc
is in agreement with the analysis of Wada et al. (2002) for their
2D models. The mass fraction distribution follows a similar evolu-
tion, approximately reaching an equilibrium state after t > 1.0 Gyr.
However, a significant part of the Qg distribution at late times now
populates the unstable or marginally stable values. At 1.5 Gyr, most
of the disc is distributed around 1 ! Qg ! 4. Regardless of the
exact distribution, the dominating existence (by mass) of unstable
and marginally stable regions of the disc is of great importance for
generating a global gravitoturbulent state which we will return to
in Section 3.3.2. Without the onset of gravitational instabilities, the
gas would approximately stay on circular orbits.

At late times the mass in the disc is dominated by the stellar
component. To get an understanding of its influence on stability one
can use an approximate stability parameter (Bertin & Romeo 1988;
Romeo 1994) which in standard regimes is of the form

Q ≈ Q∗

(
1 − 2

#g

#∗

)
. (11)

At late times, the stellar component is in the range 1.5 ! Q∗ ! 5
in the star-forming region which together with the values shown
in Fig. 11 assures us that the multicomponent disc will never be
completely stable, at least locally.

3.3 The turbulent ISM

Having characterized the multiphase ISM in terms of phases and
stability, we can now properly address the main topic of this work,
the H I velocity dispersions.

3.3.1 Velocity dispersions

The observational tradition is to model H I profiles using one or
multiple Gaussians where the flux is a function of the velocity v as

f (v) = 1

σ
√

2
exp

[
−

(
1

2σ 2

)
(v − v0)2

]
, (12)

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 392, 294–308

Giuseppe Di Bernardo (GU) Göteborg, Dec 09, 2010 14 / 24



Results of Numerical Simulations
The velocity dispersions

302 O. Agertz et al.

where v0 is associated with the peak flux and σ is the actual velocity
dispersion. Broadening of spectral lines is mainly due to thermal
and Doppler/turbulent effects. We will discuss the thermal effects
in terms of the thermal velocity vt =

√
RT /µ (i.e. the isothermal

sound speed of the gas), where R is the gas constant and µ is the
molecular weight. Random bulk motion of the gas is quantified in
terms of its turbulent velocity dispersion σ t. We calculate the net
observable dispersion by adding the turbulent and thermal contri-
bution in quadrature, i.e. σ 2

eff = v2
t + σ 2

t .
In the following analysis, we characterize only the gas that would

be observed as H I and not the dense clouds that will consist of
mainly molecular gas. We therefore use the criteria ρ < 10 cm−3

(star formation threshold) and 800 < T < 10 000 K. This choice is
suitable as it is more likely to exist outside of the denser spiral arms
as well as in the outer regions of the disc, which is where obser-
vations lack an explanation. The velocity dispersion is calculated
by randomly sampling the galactic discs using synthetic observa-
tional patches (5000 patches were used for the data described here)
of size ∼700 pc. We choose this size as this is the stated scale
below which bulk motions are expected to be responsible for the
observed dispersions (Petric & Rupen 2007). In each patch we cal-
culate both the mass-weighted turbulent velocity dispersions σ t and
the mass-weighted mean thermal velocity. Weighting by mass is
well motivated as H I emission is strongly correlated with the local
density.

The panels in Fig. 12 shows a time evolution of the radial be-
haviour of the velocity dispersion for RUN1, where σz is the vertical
dispersion component, σ r the radial and σφ the angular. σz show typ-
ical values of ∼15 km s−1 in the centre and declines to ∼3–5 km s−1

at large radii. The velocity dispersion is clearly anisotropic as σ r >

σφ > σz at all times. It is interesting that the ratio of the dispersions
roughly follow the epicyclic predictions for a collisionless system,
i.e. σ r = 2$σφ/κ . A similar result was found by Bottema (2003).
The planar dispersion σxy , i.e. the rms value of the radial and angular
dispersions, is a factor of ∼2 larger than the vertical dispersion at all
times and radii. The thermal component of the gas lies in the range
3–5 km s−1 in agreement with a warm gas component (T ∼ 1000–

Figure 12. Velocity dispersions of the vertical (σz), angular (σφ ), radial (σ r) and thermal component (vt) of the H I gas in RUN1 at t = 0.5, 1.0, 1.5 and
2.0 Gyr.

2000 K). The planar velocity dispersion is supersonic or transonic
at all times and radii while the vertical dispersion is generally tran-
sonic, turning subsonic at large radii. This means that the thermal
component becomes as important as the turbulent at large radii for
the total observable velocity dispersion. By considering a minimal
observable (σ eff ) for the z component, we clearly find an agreement
with the observed H I dispersions values described in Section 1 (i.e.
σ eff ∼ 12–15 km s−1 in the inner parts declining to ∼4–6 km s−1 in
the outer). Any inclination would boost these values due to the σ

anisotropy. The same analysis has been performed on the higher
resolution simulation RUN2 with no significant difference in the
results.

We now directly compare our simulations to the H I data of the
spiral galaxy NGC 1058 (Dickey et al. 1990; Petric & Rupen 2007).
NGC 1058 is a suitable object for comparisons, as it is comparable
in size, surface density and peak rotational velocity (derived to be
∼150 km s−1) to our simulated disc. The galaxy also has a low SFR
∼3.5 × 10−2 M% yr−1 (Ferguson, Gallagher & Wyse 1998), which
places it in the flat part of Fig. 1. Furthermore, by being an almost
perfectly face-on galaxy (inclination of 4◦–11◦), we can disentangle
the vertical component from the planar. In Fig. 13 we compare σz,eff

of RUN1 at t = 1.5 Gyr with the observational data of NGC 1058.
Our simulation not only reproduces the magnitude of the velocity
dispersion but also the declining radial shape.

The spatial distribution of the vertical velocity dispersions in
NGC 1058 is very patchy with several peaks of σ > 10 km s−1 (see
fig. 5 of Petric & Rupen 2007). This observation is reproduced by
our simulations, as shown in Fig. 14 where we plot the contours of
σ eff,z in RUN1 and RUN3 at t = 2.0 Gyr as well as the corresponding
density fields. The high-density gas is distributed in a flocculant spi-
ral structure, reminiscent of the H I observation of M33 (Deul & van
der Hulst 1987; Engargiola et al. 2003). Analysing the simulation at
a late epoch is preferred as the mass spectrum of dense clouds has
evolved to a rather realistic state, see Fig. 10. The strongest peaks
(σ eff,z > 10 km s−1) are associated with dense clouds while mildly
turbulent regions (cyan levels at σ eff,z ∼ 6–8 km s−1) often exist in
intercloud/arm regions of strong shear. Regions of large velocity

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 392, 294–308

Simulated velocity dispersions of the
HI gas (see Agertz, O., Mon. Not. R.
Astron. Soc. 392, 294-308, (2009)).

I black solid line: vertical (σz )
component;

I black dashed line: angular (σφ)
component;

I black long-dashed line: radial (σr )
component;

I red dotted line: thermal (vt)
component.

I Time evolution of radial behaviour of the velocity dispersion.
I simulated velocity dispersions are comparable with observational data;
I anisotropic velocity dispersion;
I the thermal velocity becomes important as the turbulent at large radii.
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Figure 13. Observed velocity dispersion (blue dashed line) of the face
on galaxy NGC 1058 compared to the effective vertical dispersion (black
solid line) of RUN1 at t = 1.5 Gyr. Grey dots indicate locally measured
dispersions, see text.

dispersion related to clouds also extend several kpc away from their
radius of influence. We note that RUN3 even at late times displays a
few km s−1 larger velocity dispersions in diffuse regions, probably
due the more prominent warm gas phase.

3.3.2 What is the driver of ISM turbulence?

The drivers of the turbulent component of the velocity dispersion
are gravity and shear. In Section 3.2.2 we found that the galactic

Figure 14. Distribution of vertical velocity dispersions in RUN1 (top left) and RUN3 (top right) at t = 2.0 Gyr calculated for H I only (see text). The plotted
region is 30 kpc across. The contour levels are in km s−1 in steps of 1 km s−1. Black is used between 3 and 5, cyan for 6 to 8, red for 9 to 11 and green for 12
to 14 km s−1. The bottom panels show contours of the gas with n > 0.2 cm−3 of the same regions but slightly zoomed out (40 kpc across).

discs have, by mass, a wide spectrum of Qg values where a signif-
icant part sits at local marginal stability for a finite thickness disc.
The 2D shearing box simulations by Kim & Ostriker (2007) showed
that a marginally stable gas discs at Qg ∼ 1.2 can generate velocity
dispersions of the order of the local sound speed, decreasing for
larger Qg values (see their fig. 12). The origin of turbulence was
here attributed to swing amplification. Note that the 3D structure
of our discs necessitates values ∼25 per cent lower for an equiva-
lent stability. A full turbulent outcome of more unstable discs (Qg

< 1.2) was not studied as the velocity field would then only be
a response to very strong density inhomogeneities. Local shearing
boxes are useful for understanding the mechanism that drives tur-
bulence at specific values of Qg. As our simulations show a wide
range of Qg values we have the combined spectrum of swing am-
plified turbulence across the whole disc for gas that locally behaves
in accordance with the simulations of Kim & Ostriker (2007) for
Qg > 1.2. In a statistical sense there will always be regions with
a Qg value low enough to tap large velocity dispersions from the
swing mechanism which is confirmed in Fig. 14 where intermediate
value of σ eff,z is associated with waves. To quantify this it is useful
to use the X parameter (Toomre 1981) defined as

X = kcritR

m
, (13)

where kcrit = κ2/2πG#, # = #g + #∗ and m is the number of
arms. It has been shown by Jog (1992) that swing amplification
is very effective in the gas component in multicomponent discs.
Even when both the gas and stars separately are stable (Qg =
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Comparison between simulations and
the HI data of the spiral galaxy Ngc
1058 (see Agertz, O., Mon. Not. R.
Astron. Soc. 392, 294-308, (2009)).

I black solid line: effective vertical
dispersion (σz,eff ) at t = 1.5 Gyr,
computed numerically;

I blue dashed line: observed velocity
dispersion of the face-on Ngc 1058;

I gray dots: measured velocity
dispersions in Ngc 1058 (patchy
peaks of σ > 10 km s−1).

I Numerical simulation not only reproduces the magnitude of the
velocity dispersion but also the declining radial shape.

I Ngc 1058 is comparable in size, surface density and peak rotational
velocity to the simulated disc;

I Ngc 1058 is almost face-on galaxy (i ∼ 4o ÷ 11o): it’s possible to
disentangle the vertical component from the planar;

I Ngc 1058 has a low Sfr (∼ 3.5× 10−2 M� yr−1): no SNe feedback
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Figure 13. Observed velocity dispersion (blue dashed line) of the face
on galaxy NGC 1058 compared to the effective vertical dispersion (black
solid line) of RUN1 at t = 1.5 Gyr. Grey dots indicate locally measured
dispersions, see text.

dispersion related to clouds also extend several kpc away from their
radius of influence. We note that RUN3 even at late times displays a
few km s−1 larger velocity dispersions in diffuse regions, probably
due the more prominent warm gas phase.

3.3.2 What is the driver of ISM turbulence?

The drivers of the turbulent component of the velocity dispersion
are gravity and shear. In Section 3.2.2 we found that the galactic

Figure 14. Distribution of vertical velocity dispersions in RUN1 (top left) and RUN3 (top right) at t = 2.0 Gyr calculated for H I only (see text). The plotted
region is 30 kpc across. The contour levels are in km s−1 in steps of 1 km s−1. Black is used between 3 and 5, cyan for 6 to 8, red for 9 to 11 and green for 12
to 14 km s−1. The bottom panels show contours of the gas with n > 0.2 cm−3 of the same regions but slightly zoomed out (40 kpc across).

discs have, by mass, a wide spectrum of Qg values where a signif-
icant part sits at local marginal stability for a finite thickness disc.
The 2D shearing box simulations by Kim & Ostriker (2007) showed
that a marginally stable gas discs at Qg ∼ 1.2 can generate velocity
dispersions of the order of the local sound speed, decreasing for
larger Qg values (see their fig. 12). The origin of turbulence was
here attributed to swing amplification. Note that the 3D structure
of our discs necessitates values ∼25 per cent lower for an equiva-
lent stability. A full turbulent outcome of more unstable discs (Qg

< 1.2) was not studied as the velocity field would then only be
a response to very strong density inhomogeneities. Local shearing
boxes are useful for understanding the mechanism that drives tur-
bulence at specific values of Qg. As our simulations show a wide
range of Qg values we have the combined spectrum of swing am-
plified turbulence across the whole disc for gas that locally behaves
in accordance with the simulations of Kim & Ostriker (2007) for
Qg > 1.2. In a statistical sense there will always be regions with
a Qg value low enough to tap large velocity dispersions from the
swing mechanism which is confirmed in Fig. 14 where intermediate
value of σ eff,z is associated with waves. To quantify this it is useful
to use the X parameter (Toomre 1981) defined as

X = kcritR

m
, (13)

where kcrit = κ2/2πG#, # = #g + #∗ and m is the number of
arms. It has been shown by Jog (1992) that swing amplification
is very effective in the gas component in multicomponent discs.
Even when both the gas and stars separately are stable (Qg =
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Figure 13. Observed velocity dispersion (blue dashed line) of the face
on galaxy NGC 1058 compared to the effective vertical dispersion (black
solid line) of RUN1 at t = 1.5 Gyr. Grey dots indicate locally measured
dispersions, see text.

dispersion related to clouds also extend several kpc away from their
radius of influence. We note that RUN3 even at late times displays a
few km s−1 larger velocity dispersions in diffuse regions, probably
due the more prominent warm gas phase.

3.3.2 What is the driver of ISM turbulence?

The drivers of the turbulent component of the velocity dispersion
are gravity and shear. In Section 3.2.2 we found that the galactic

Figure 14. Distribution of vertical velocity dispersions in RUN1 (top left) and RUN3 (top right) at t = 2.0 Gyr calculated for H I only (see text). The plotted
region is 30 kpc across. The contour levels are in km s−1 in steps of 1 km s−1. Black is used between 3 and 5, cyan for 6 to 8, red for 9 to 11 and green for 12
to 14 km s−1. The bottom panels show contours of the gas with n > 0.2 cm−3 of the same regions but slightly zoomed out (40 kpc across).

discs have, by mass, a wide spectrum of Qg values where a signif-
icant part sits at local marginal stability for a finite thickness disc.
The 2D shearing box simulations by Kim & Ostriker (2007) showed
that a marginally stable gas discs at Qg ∼ 1.2 can generate velocity
dispersions of the order of the local sound speed, decreasing for
larger Qg values (see their fig. 12). The origin of turbulence was
here attributed to swing amplification. Note that the 3D structure
of our discs necessitates values ∼25 per cent lower for an equiva-
lent stability. A full turbulent outcome of more unstable discs (Qg

< 1.2) was not studied as the velocity field would then only be
a response to very strong density inhomogeneities. Local shearing
boxes are useful for understanding the mechanism that drives tur-
bulence at specific values of Qg. As our simulations show a wide
range of Qg values we have the combined spectrum of swing am-
plified turbulence across the whole disc for gas that locally behaves
in accordance with the simulations of Kim & Ostriker (2007) for
Qg > 1.2. In a statistical sense there will always be regions with
a Qg value low enough to tap large velocity dispersions from the
swing mechanism which is confirmed in Fig. 14 where intermediate
value of σ eff,z is associated with waves. To quantify this it is useful
to use the X parameter (Toomre 1981) defined as

X = kcritR

m
, (13)

where kcrit = κ2/2πG#, # = #g + #∗ and m is the number of
arms. It has been shown by Jog (1992) that swing amplification
is very effective in the gas component in multicomponent discs.
Even when both the gas and stars separately are stable (Qg =

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 392, 294–308

Contour levels of vertical velocity (km s−1;
top panels) and density fields
(n > 0.2 cm−3; bottom panels), calculated
for the HI gas.

I black contour: σz,eff ∼ 3÷ 5 km s−1;
I cyan contour: σz,eff ∼ 6÷ 8 km s−1;
I red contour: σz,eff ∼ 9÷ 11 km s−1;
I green contour: σz,eff ∼ 12÷ 14 km s−1.

I The high-density gas is distributed in a flocculant spiral structure.
I the strongest peaks (σz,eff > 10 km s−1) are associated with dense

clouds;
I mildly turbulent regions (σz,eff ∼ 6÷ 8 km s−1) correspond to

intercloud/arm regions (strong shear).
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Figure 15. Radial dependence of the X parameter for m = 2, 4 and 8. Higher order modes (m ! 4) are in the range 1 < X < 3 where swing amplification is
efficient.

Figure 16. Density plot of a 24 × 10 kpc2 region centred over {x, y, z} = {0, − 5.0, 0} kpc in RUN1 at t = 1.0 Gyr. The colour map is here chosen to
enhance the visual appearance of the clouds and filaments. The galactic rotation is here clockwise. Filamentary structures are always associated with the clouds.
Furthermore, all clouds excite waves, many of them leading which will swing into trailing ones.

Q∗ = 2), their gravitational coupling can amplify waves in the
gas for values of X not much larger than unity. In one component,
marginal stability and 1 < X < 3 can be considered sufficient to
assure amplification (Toomre 1981). Fig. 15 shows the radial de-
pendence of the X parameter for m = 2, 4 and 8 at t = 2.0 Gyr.
We see that amplification is efficient for m ≥ 4 which confirms the
high-order flocculant spiral structure in Fig. 14.

For small values of Qg, where the gas locally has undergone
full non-linear gravitational instability, the situation is different.
The cold phase dominates the gas mass, even at early times and
is therefore locally the most important gravitational source. Direct
cloud merging and tidal interactions stirs the intercloud medium
both radially and vertically. Apart from stirring the gas, the clouds
also dissipate energy thermally in shocks which regulates the warm
phase of the ISM, forming the ∼4–5 km s−1 thermal components
of σ eff . We observe cloud formation, merging, scattering and refor-
mation during the whole simulation time. Formation in a shearing
environment causes dense structures that are not tightly bound to
the actual clouds to stretch into waves and filaments. This trigger-
ing of wave-like perturbations, and its associated irregular velocity
field in the ISM, is a key role of the clouds which was realized
already by Julian & Toomre (1966). As for the marginally stable
gas surrounding the gas, the leading waves swing and amplify, in-
ducing gravitational torques in the gas and hence increasing the
local velocity dispersion (e.g. Kim, Ostriker & Stone 2002; Kim &
Ostriker 2007). Fig. 16 shows a typical patch of the disc in RUN1
at t = 1 Gyr, confirming this notion. We note that this processes is
analogous to the energy extraction from background shear at a rate
TRφ d #/d ln R, where the TRφ stress tensor includes the contribu-
tion from Reynolds and Newtonian stresses to induce local velocity
dispersion as outlined by Sellwood & Balbus (1999).

But how can we quantify the impact of the cloud motions? Let us
assume that the motions of the cloud ensemble are representative
of the turbulent ISM. The swing amplifier might play a very fun-
damental role for turbulence but as the clouds effectively trace the
large-scale waves and constitute the majority of the mass, the as-
sumption that turbulence is associated with cloud motions is a fairly
good approximation. Cloud–cloud interaction can be modelled as
gravitational scattering and has been studied analytically by e.g. Jog
& Ostriker (1988) and Gammie et al. (1991). The semi-analytical
perturbation theory model of Gammie et al. (1991) predicts a planar
velocity dispersion:

σxy ≈ 0.94(GMclκ)1/3, (14)

where Mcl is a typical mass of a cloud. This relation is derived for
a 2D, two-body encounter on radially separated orbits in a shear-
ing disc. However, as these clouds are the main local perturbers by
mass we can assume that any diffuse H I gas will approximately be
dictated by the cloud ensemble velocities. In Fig. 17 we plot σxy for
RUN1 at t = 2.0 Gyr against equation (14) using a cloud mass Mcl ≈
3.5 × 106 M', and κ(r) of the gas in the simulation. We stress that
Mcl is in the high end of a typical GMC mass spectrum (Blitz et al.
2007). As the clouds in our simulations are submerged in massive
H I envelopes, the largest clouds are closer in mass to that of GMC
complexes, GMAs (giant molecular associations) or superclouds
(Rosolowsky et al. 2007). A more realistic analysis should include
the full spectrum of cloud masses and their radial distribution but
even this simple analysis renders a good agreement with the mea-
sured dispersions. The weak dependence on κ can explain why most
non-starbursting galaxies seem to plateau at a velocity dispersion
between 7 and 11 km s−1 (see Fig. 1 and discussion in Section 1).
The rotational velocity varies from ∼100 to ∼300 km s−1 for most
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Gravity coupled with shear
I wide spectrum, by mass, of Qg ;
I Qg ∼ 1.2: marginal stable value (σ ∼ cs ,

Kim & Ostriker 2007);
I for Qg & 1.2: swing amplified turbulence;
I for Qg < 1: full non-linear gravitational

instability.

I In marginally stable disks (Qg & 1.2) the origin of turbulence is due
to SWING amplification (Goldreich & Lynden-Bell, 1965).

I spectrum of waves with intermediate levels of turbulence
(σz,eff ∼ 6÷ 8 km s−1);

I a useful parameter: X = (kcritr/m), where kcrit = κ2/2πGΣ;
I Qg & 1.2 and 1 < X < 3 → swing amplification;
I in multicomponent disks (m & 4) the swing amplification is very

effective ⇒ flocculant spiral structure !
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Figure 15. Radial dependence of the X parameter for m = 2, 4 and 8. Higher order modes (m ! 4) are in the range 1 < X < 3 where swing amplification is
efficient.

Figure 16. Density plot of a 24 × 10 kpc2 region centred over {x, y, z} = {0, − 5.0, 0} kpc in RUN1 at t = 1.0 Gyr. The colour map is here chosen to
enhance the visual appearance of the clouds and filaments. The galactic rotation is here clockwise. Filamentary structures are always associated with the clouds.
Furthermore, all clouds excite waves, many of them leading which will swing into trailing ones.

Q∗ = 2), their gravitational coupling can amplify waves in the
gas for values of X not much larger than unity. In one component,
marginal stability and 1 < X < 3 can be considered sufficient to
assure amplification (Toomre 1981). Fig. 15 shows the radial de-
pendence of the X parameter for m = 2, 4 and 8 at t = 2.0 Gyr.
We see that amplification is efficient for m ≥ 4 which confirms the
high-order flocculant spiral structure in Fig. 14.

For small values of Qg, where the gas locally has undergone
full non-linear gravitational instability, the situation is different.
The cold phase dominates the gas mass, even at early times and
is therefore locally the most important gravitational source. Direct
cloud merging and tidal interactions stirs the intercloud medium
both radially and vertically. Apart from stirring the gas, the clouds
also dissipate energy thermally in shocks which regulates the warm
phase of the ISM, forming the ∼4–5 km s−1 thermal components
of σ eff . We observe cloud formation, merging, scattering and refor-
mation during the whole simulation time. Formation in a shearing
environment causes dense structures that are not tightly bound to
the actual clouds to stretch into waves and filaments. This trigger-
ing of wave-like perturbations, and its associated irregular velocity
field in the ISM, is a key role of the clouds which was realized
already by Julian & Toomre (1966). As for the marginally stable
gas surrounding the gas, the leading waves swing and amplify, in-
ducing gravitational torques in the gas and hence increasing the
local velocity dispersion (e.g. Kim, Ostriker & Stone 2002; Kim &
Ostriker 2007). Fig. 16 shows a typical patch of the disc in RUN1
at t = 1 Gyr, confirming this notion. We note that this processes is
analogous to the energy extraction from background shear at a rate
TRφ d #/d ln R, where the TRφ stress tensor includes the contribu-
tion from Reynolds and Newtonian stresses to induce local velocity
dispersion as outlined by Sellwood & Balbus (1999).

But how can we quantify the impact of the cloud motions? Let us
assume that the motions of the cloud ensemble are representative
of the turbulent ISM. The swing amplifier might play a very fun-
damental role for turbulence but as the clouds effectively trace the
large-scale waves and constitute the majority of the mass, the as-
sumption that turbulence is associated with cloud motions is a fairly
good approximation. Cloud–cloud interaction can be modelled as
gravitational scattering and has been studied analytically by e.g. Jog
& Ostriker (1988) and Gammie et al. (1991). The semi-analytical
perturbation theory model of Gammie et al. (1991) predicts a planar
velocity dispersion:

σxy ≈ 0.94(GMclκ)1/3, (14)

where Mcl is a typical mass of a cloud. This relation is derived for
a 2D, two-body encounter on radially separated orbits in a shear-
ing disc. However, as these clouds are the main local perturbers by
mass we can assume that any diffuse H I gas will approximately be
dictated by the cloud ensemble velocities. In Fig. 17 we plot σxy for
RUN1 at t = 2.0 Gyr against equation (14) using a cloud mass Mcl ≈
3.5 × 106 M', and κ(r) of the gas in the simulation. We stress that
Mcl is in the high end of a typical GMC mass spectrum (Blitz et al.
2007). As the clouds in our simulations are submerged in massive
H I envelopes, the largest clouds are closer in mass to that of GMC
complexes, GMAs (giant molecular associations) or superclouds
(Rosolowsky et al. 2007). A more realistic analysis should include
the full spectrum of cloud masses and their radial distribution but
even this simple analysis renders a good agreement with the mea-
sured dispersions. The weak dependence on κ can explain why most
non-starbursting galaxies seem to plateau at a velocity dispersion
between 7 and 11 km s−1 (see Fig. 1 and discussion in Section 1).
The rotational velocity varies from ∼100 to ∼300 km s−1 for most

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 392, 294–308

Coupling between gravity and shear
I wide spectrum, by mass, of Qg ;
I Qg ∼ 1.2: marginal stable value (σ ∼ cs ,

Kim & Ostriker 2007);
I for Qg & 1.2: swing amplified turbulence;
I for Qg < 1: full non-linear gravitational

instability.

I In completely unstable disks (Qg < 1) the cold (T . 103K ) phase
dominates the mass gas.

I cloud as main local perturbers;
I cloud merging and tidal interactions: stirring of the inter-cloud

medium;
I warm phase of Ism regulated by energy dissipation in shocks:

vt ∼ 4÷ 5 km s−1;
I shearing environment: wave and filaments associated with clouds;
I leading waves excited by clouds: swing amplification.
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Figure 1. Characteristic H I velocity dispersions of a sample of galaxies as
a function of the derived SFR in units of M! yr−1 kpc−2. as plotted by Dib
et al. (2006). The figure is reproduced here courtesy of Sami Dib, Eric Bell
and Andreas Burkert, and by permission of the AAS.

holes, usually attributed to correlated SNe explosions (e.g. Puche
et al. 1992), are in some cases surprisingly uncorrelated to stellar
activity (Rhode et al. 1999).

Another source of turbulence is galactic rotation. This is a huge
reservoir of energy (Fleck 1981) and any mechanism able to gen-
erate random motions from ordered circular motion could sustain
turbulence for many orbital times. Numerical work of Wada, Meurer
& Norman (2002) and Wada & Norman (2007) has shown that re-
alistic global models of galactic discs form a very complicated
turbulent velocity field associated with a multiphase ISM. The
only active source for this is shear coupled to gravitational and
thermal instability. Local isothermal simulations of the ISM have
done by Kim & Ostriker (2007) (also previous work e.g. Kim &
Ostriker 2001; Kim, Ostriker & Stone 2003) support this notion.
They demonstrated that gas in a marginally stable galactic discs
obtains, under certain conditions, velocity dispersions as large as
the sound speed (here cs = 7 km s−1) due the swing amplifier
(Goldreich & Lynden-Bell 1965b; Julian & Toomre 1966; Toomre
1981; Fuchs 2001). The swing amplifier is when a leading wave is
amplified into a trailing wave. The underlying mechanism is shear
and self-gravity.

Fukunaga & Tosa (1989) showed that rotational energy random-
izes the motions of the cold cloud component of a galactic disc via
gravitational scattering from their random epicyclic motions. This
was later quantified by Gammie, Ostriker & Jog (1991) who showed
that the cloud velocity dispersion could reach ∼5–6 km s−1 in this
way, in agreement with observations (Stark & Brand 1989). We will
discuss this mechanism and its impact on the ISM in more detail in
Section 3.

The magnetorotational instability (MRI; Balbus & Hawley 1991;
Sellwood & Balbus 1999) coupled with galactic shear is also a
possible driver of turbulence. Piontek & Ostriker (2004, 2005) ob-
tained reasonable values of ∼8 km s−1 under favourable conditions.
This mechanism becomes significant at low densities and might be
important in the more diffuse outer part of galaxies.

In this paper we carry out high-resolution three-dimensional (3D)
adaptive mesh refinement (AMR) simulations to form a realistic

multiphase ISM in which we can disentangle the contributing ef-
fects of self-gravity and SNe-driven turbulence. The simulations
incorporate realistic prescriptions for cooling, star formation and
SNe feedback. Similar numerical simulations have been carried out
before (e.g. Gerritsen & Icke 1997; Wada et al. 2002; Bottema
2003; Tasker & Bryan 2006; Wada & Norman 2007) but without
addressing directly the issues discussed in this paper.

The paper is organized as follows. In Section 2 we describe
the numerical method used for this work and the set-up of the
galactic discs. In Section 3 we present the results from the numerical
simulations, where the results treating the turbulent ISM are given in
Section 3.3. Section 4 summarizes and discusses our conclusions.

2 N U M E R I C A L M O D E L L I N G

2.1 The code and subgrid modelling

We use the AMR hydrodynamics code RAMSES (Teyssier 2002).
The code uses a second order Godunov scheme to solve the Euler
equations. The equation of state (EOS) of the gas is that of a per-
fect monatomic gas with an adiabatic index γ = 5/3. Self-gravity
of the gas is calculated by solving the Poisson equation using the
multigrid method (Brandt 1977) on the coarse grid and by the con-
jugate gradient method on finer ones. The collisionless star particles
are evolved using the particle-mesh technique. The dark matter is
treated as a smooth background density field that is added as a static
source term in the Poisson solver. The code adopts the cooling func-
tion of Sutherland & Dopita (1993) for cooling at temperatures 104–
108.5 K. We extend cooling down to 300 K using the parametrization
of Rosen & Bregman (1995). The effect of metallicity is approxi-
mated by using a linear scaling of the functions.

The star formation recipe is described in Dubois & Teyssier
(2008) but we summarize the main points here for completeness. In
a cell, gas is converted to a star particle using a Schmidt law:

ρ̇∗ = − ρ

t∗
if ρ > ρ0 ρ̇∗ = 0 otherwise, (1)

where t∗ is the star formation time-scale and ρ0 is an arbitrary
threshold that should be chosen to carefully make physical sense
when related to the resolution and cooling floor. The star formation
time-scale is related to the local free-fall time,

t∗ = t0

(
ρ

ρ0

)−1/2

. (2)

The parameters ρ0 and t0 are in reality scale dependent and not very
well understood theoretically. A common way to get around this is to
calibrate them to SFRs in local galaxies, i.e. to the Kennicutt (1998)
law and make sure that the values are compatible with modern
estimates of star formation efficiencies (Krumholz & Tan 2007) of
∼1–2 per cent of giant molecular clouds (GMCs) per free-fall time.
For example, if the star formation threshold ρ0 = 100 cm−3, the
free-fall time is 5 Myr meaning we can use t0 = 250 Myr to get 2
per cent efficiency per free-fall time. As soon as a cell is eligible
for star formation, particles are spawned using a Poisson process
where the stellar mass is connected to the chosen threshold and code
resolution (see Dubois & Teyssier 2008).

The implementation of SNe feedback is also described in the
above reference (see their appendix A). In the simulations that
include feedback we assume that 50 per cent of the total SNe energy,
ESN = 1051 erg, goes into thermal energy where ηSN = 10 per cent
of each solar mass of stars that is formed is recycled as SNe ejecta.
The energy and gas release is also delayed by 10 Myr from the
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High Sfr/area
Galaxies with Sfr/area ≥
few × 10−3M� yr−1 kpc−2

show velocity dispersion of
several 10 km s−1 → Is SNe
feedback a reasonable
explanation? (see Dib et al.
2006)

Low Sfr/area
The self-gravity driven turbulence may be
important for galaxies with a low Sfr/area but ...
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Figure 22. Effect of SFR on the observed vertical velocity dispersion in
RUN3. The different lines indicate the values at different times and there-
fore also for different SFRs. There is a clear trend that a lower stellar activity
lowers the measured dispersion, approaching the baseline observed disper-
sion given by RUN1 at t = 2.0 Gyr (thick red dashed line).

Figure 23. Effect of SFR on the observed vertical velocity dispersion in
RUN3. The different lines indicate the values at different times and there-
fore also for different SFRs. There is a clear trend that a lower stellar activity
lowers the measured dispersion, approaching the baseline observed disper-
sion given by RUN1 at t = 2.0 Gyr (thick red dashed line).

presented in Section 3.3.1 is in good agreement with our simu-
lated disc. NGC 1058 has a derived SFR ≈ 3.5 × 10−2 M$ yr−1

(Petric & Rupen 2007) which sets the SFR/area well below
10−3 M$ yr−1 kpc−2 and hence into the regime where self-gravity
induced turbulence can explain the observations.

4 C O N C L U S I O N S A N D D I S C U S S I O N

3D, high-resolution hydrodynamical simulations using realistic
modelling of star formation and evolution show that a turbulent
ISM naturally develops due to the coupling between gravitational
instability and shearing motions. A multiphase medium develops
in which cold dense clouds and filaments co-exist with a diffuse
warm gas. When SNe feedback is implemented, a hot phase is
present. The marginally stable gas undergoes swing amplification
which both acts to amplify the local density as well as inducing
gravitational torques. Cold and dense clouds undergo gravitational
scattering, merging and tidal encounters. They also induce waves
and filaments in the more diffuse gas which pumps energy into the
turbulent process. The former mechanism stirs the gas even further
and we note that the velocity dispersion of the clouds is a fairly
good tracer of the H I velocity dispersion.

We summarize our main conclusions here.

(i) Gravitational instabilities in galactic discs leads to a popula-
tion of massive cold clouds that undergo mutual gravitational inter-

actions and merging. This cloud–cloud harassment process strips
material and stirs the ISM. Both cloud interaction and the global
non-axisymmetric instability of the disc create non-circular motions
from initial ordered rotation. Waves and filaments are generated in
the ISM which in turn swing amplifies to generate further turbulent
motions.

(ii) Below a SFR per unit area of 10−3 M$ yr−1 we find that grav-
ity alone can provide the energy source for maintaining the observed
level of turbulence in the ISM of galaxies. The turbulent velocities
in our M33 model galaxy have a mean value of ∼10 km s−1. By
calculating an observable H I velocity dispersion, i.e. the contribu-
tion from both the turbulent and thermal components, we show that
both the magnitude and radial profile is in good agreement of high-
resolution H I surveys of e.g. NGC 1058 (Dickey et al. 1990; Petric
& Rupen 2007). In addition, we reproduce the observed patchy
velocity dispersion map.

(iii) Once the SFR exceeds this value, SNe feedback becomes the
dominant driver of turbulence and the velocity dispersion increases
with the SFR. This agrees well with the general trend found by Dib
et al. (2006).

(iv) Lowering the initial gas density weakens the strength of grav-
itational instability and lowers the resulting cloud mass spectrum,
which in turn leads to a lower disc velocity dispersion by a factor
∝ M1/3

cl , as expected from a model in which self-gravity generates
significant turbulent motions.

(v) A direct prediction of this scenario is that galaxies with lower
gas fractions at a fixed halo mass should have lower velocity dis-
persions and different mass fractions in cold, warm and hot phases.
Although, detecting the dependence on surface density is compli-
cated by the fact that lower mass galaxies have a higher gas fraction
in their discs (McGaugh 2005). In addition, the reaction in low-mass
systems to mild stellar activity has not been tested in this work and
the outcoming H I velocity dispersion might conspire to render the
plateau in Fig. 1.

It is important to note that these results do not rule out the im-
portance of other contributing mechanisms such as SN feedback
or MHD processes, but underscore that self-gravity alone is an im-
portant, non-negligible source of turbulence in galactic discs. We
believe that this work is complementary to alternative sources of
turbulence, see Section 1. For example, Hennebelle & Audit (2007)
considered turbulence driven by colliding flows in thermally unsta-
ble gas on very small (parsec) scales which are far from resolved
in our simulations as we have aimed to resolve the large-scale con-
tribution from self-gravity that still would be within the large beam
size (∼700 pc).

Other studies of large-scale galactic turbulence include Wada
et al. (2002) and Wada & Norman (2007) who used a Eulerian code
to simulate the dense central part of a galactic disc, where the cold
molecular gas phase is dominating. Their results are in agreement
with that found here, showing a complicated ISM with a wide
range of Q values. Using smoothed particle hydrodynamics (SPH),
Gerritsen & Icke (1997) studied star formation and global evolution
of the gas in a disc similar to NGC 6503. They demonstrated that
a transient flocculant spiral structure with cold cloud complexes is
naturally produced in the cold gas, in agreement with our results.
The larger amount of warm gas was attributed to heating from
stellar photons which is neglected in our work. The subsequent
work by Bottema (2003) extended parameter space to understand
the relationship between disc mass and global spiral structure and
pointed out the success of swing amplification in predicting this.
The measured gas velocity dispersion is similar to that obtained
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warm gas. When SNe feedback is implemented, a hot phase is
present. The marginally stable gas undergoes swing amplification
which both acts to amplify the local density as well as inducing
gravitational torques. Cold and dense clouds undergo gravitational
scattering, merging and tidal encounters. They also induce waves
and filaments in the more diffuse gas which pumps energy into the
turbulent process. The former mechanism stirs the gas even further
and we note that the velocity dispersion of the clouds is a fairly
good tracer of the H I velocity dispersion.

We summarize our main conclusions here.

(i) Gravitational instabilities in galactic discs leads to a popula-
tion of massive cold clouds that undergo mutual gravitational inter-

actions and merging. This cloud–cloud harassment process strips
material and stirs the ISM. Both cloud interaction and the global
non-axisymmetric instability of the disc create non-circular motions
from initial ordered rotation. Waves and filaments are generated in
the ISM which in turn swing amplifies to generate further turbulent
motions.

(ii) Below a SFR per unit area of 10−3 M$ yr−1 we find that grav-
ity alone can provide the energy source for maintaining the observed
level of turbulence in the ISM of galaxies. The turbulent velocities
in our M33 model galaxy have a mean value of ∼10 km s−1. By
calculating an observable H I velocity dispersion, i.e. the contribu-
tion from both the turbulent and thermal components, we show that
both the magnitude and radial profile is in good agreement of high-
resolution H I surveys of e.g. NGC 1058 (Dickey et al. 1990; Petric
& Rupen 2007). In addition, we reproduce the observed patchy
velocity dispersion map.

(iii) Once the SFR exceeds this value, SNe feedback becomes the
dominant driver of turbulence and the velocity dispersion increases
with the SFR. This agrees well with the general trend found by Dib
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(iv) Lowering the initial gas density weakens the strength of grav-
itational instability and lowers the resulting cloud mass spectrum,
which in turn leads to a lower disc velocity dispersion by a factor
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(v) A direct prediction of this scenario is that galaxies with lower
gas fractions at a fixed halo mass should have lower velocity dis-
persions and different mass fractions in cold, warm and hot phases.
Although, detecting the dependence on surface density is compli-
cated by the fact that lower mass galaxies have a higher gas fraction
in their discs (McGaugh 2005). In addition, the reaction in low-mass
systems to mild stellar activity has not been tested in this work and
the outcoming H I velocity dispersion might conspire to render the
plateau in Fig. 1.

It is important to note that these results do not rule out the im-
portance of other contributing mechanisms such as SN feedback
or MHD processes, but underscore that self-gravity alone is an im-
portant, non-negligible source of turbulence in galactic discs. We
believe that this work is complementary to alternative sources of
turbulence, see Section 1. For example, Hennebelle & Audit (2007)
considered turbulence driven by colliding flows in thermally unsta-
ble gas on very small (parsec) scales which are far from resolved
in our simulations as we have aimed to resolve the large-scale con-
tribution from self-gravity that still would be within the large beam
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to simulate the dense central part of a galactic disc, where the cold
molecular gas phase is dominating. Their results are in agreement
with that found here, showing a complicated ISM with a wide
range of Q values. Using smoothed particle hydrodynamics (SPH),
Gerritsen & Icke (1997) studied star formation and global evolution
of the gas in a disc similar to NGC 6503. They demonstrated that
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The larger amount of warm gas was attributed to heating from
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work by Bottema (2003) extended parameter space to understand
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I The SN feedback could explain the transition into high
Sfr/area region:

I the Sfr decreases with time;
I a lower stellar activity lowers the velocity dispersion;
I at t ∼ 1.5 Gyr the effect of SN feedback has saturated;
I Sfr/area ∼ 1÷ 2× 10−3 M� yr−1 kpc−2 is the transition

point;
I Agertz et al. 2009 achieved a good agreement with the value

observed for Ngc 1058.
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Conclusions

I A turbulent Ism naturally develops due to the coupling
between gravitational instability and shearing motions. A
multiphase medium develops in which cold dense clouds and
filaments co-exist with a diffuse warm gas. When SNe
feedback is implemented, a hot phase is present;

I At SFR ≤ 10−3M�yr−1 the gravity can provide alone the
energy source for maintaining the observed level turbulence in
the Ism of galaxies;

I At SFR ≥ 10−3M�yr−1 the SNe feedback becomes the
dominant driver of the turbulence and the velocity dispersion
increases with SFR;

I Thank you for attention.
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